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INVERSE SCATTERING PROBLEM FOR DIRAC-TYPE

SYSTEMS WITH A SELF-ADJOINT POTENTIAL

MANSUR I. ISMAILOV

In memory of M. G. Gasymov on his 75th birthday

Abstract. Nonstationary approach to scattering problem for Dirac-
type systems with a self-adjoint potential on the whole axis is consid-
ered. The uniqueness of the solution of the inverse scattering problem
is proved and some of its possibly applications are pointed.

1. Introduction

Let us consider the system of first-order ordinary differential equations of the
form

−iσ d

dx
ψ +Q(x)ψ = λψ, −∞ < x < +∞, (1.1)

where

σ =

[
In1 0
0 −In2

]
, Q(x) =

[
0 q12(x)

q21(x) 0

]
,

λ is a parameter, Ip is the p × p identity matrix, q12, q21 are n1× n2 and n2×
n1 complex matrix functions, respectively. When q∗21 = q12, the system (1.1) is
self-adjoint.

Dirac-type systems (also called Zakharov-Shabat (ZS) systems) are of great
interest as auxiliary systems for the integrable nonlinear equations. The name
ZS is used because of the fact that the system (1.1) is an auxiliary linear system
for many important nonlinear integrable wave equations. For example, in the
case of q∗21 = q12, the equation (1.1) arises in [12] as auxiliary equation of some
nonlinear evolution system of equations with 1+1 dimensions.

Many publications are devoted to the inverse scattering problems (ISP’s) for
the Dirac-type systems and their matrix generalizations, mostly for n1 = n2, has
been intensively studied in [1, 2, 4, 5, 6, 10, 11, 13] and the references therein.
See also [3, 9, 15] for the case n1 6= n2. In general, it is observed from [16] that
such type of ISP’s are reduced to Riemann-Hilbert problem.

In the present paper we consider the system (1.1) with self-adjoint potential
q∗21 = q12. An important paper [7] studies the case of a non-stationary potential
on the plane and it gives an idea of nonstationary approach to the ISP on the

2010 Mathematics Subject Classification. Primary 35R30 ; Secondary 35L50, 35P25, 37K15.
Key words and phrases. inverse scattering problem, Dirac-type systems, self-adjoint

potential.

226



INVERSE SCATTERING PROBLEM FOR DIRAC-TYPE SYSTEMS . . . 227

whole axis for the equation (1.1). In the case of regular Riemann-Hilbert problem,
the nonstationary approach to ISP for the system (1.1) is studied in [9] without
assuming that the potential is self-adjoint. Different approaches to ISP in whole
axis for the equation (1.1) with self-adjoint potential are studied in [3, 15].

In what follows we shall assume that qij is complex valued measurable matrix
functions satisfying the estimate

‖qij(x)‖ ≤ ce−ε|x|, c is constant, ε > 0. (1.2)

The paper organized as follows: In Chapter 2, we recall the definition of the
scattering matrix and conditionally inverse scattering problem’s results for the
system (1.1) in the non-selfadjoint potential case [9]. In Chapter 3, the inverse
scattering problem for the system (1.1) is studied in the self-adjoint potential
case.

2. ISP in the case of nonself-adjoint potential

Let ψ =

[
ψ1

ψ2

]
where ψ1 represents the first n1 components and ψ2 the

remaining n2 components of of ψ.
Introduce the following boundary conditions at infinity:

lim
x→−∞

ψ1(x, λ)e−iλx = a1, (2.1-a)

lim
x→−∞

ψ2(x, λ)eiλx = a2, (2.1-b)

lim
x→+∞

ψ1(x, λ)e−iλx = b1, (2.1-c)

lim
x→+∞

ψ2(x, λ)eiλx = b2. (2.1-d)

Lemma 2.1. (Theorem 1, [9]) Let λ be a real number and the coefficients of
system (1.1) satisfy condition (1.2). Then the following statements hold:

i) There exists a unique solution in the class of bounded function of problems
(1.1), (2.1− a), (2.1− b) and (1.1), (2.1− c), (2.1− d).

ii) For any bounded solution ψ(x, λ) of the system (1.1) there exist limits (2.1).

The following theorem allows us to determine the scattering matrix for the
system (1.1) on the whole axis.

Theorem 2.1. (Theorem 2, [9]) Let λ be a real number and the coefficients
of system (1.1) satisfy the condition (1.2). Then the solution of problem (1.1),
(2.1− a), (2.1− b) can be represented in the form


ψ1 (x, λ) = a1e

iλx +
∫ x
−∞A11 (x, t) a1e

iλtdt+
∫ x
−∞A12 (x, t) a2e

−iλtdt,

ψ2 (x, λ) = a2e
−iλx +

∫ x
−∞A21 (x, t) a1e

iλtdt+
∫ x
−∞A22 (x, t) a2e

−iλtdt,

(2.2)
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and solution of problem (1.1), (2.1− c), (2.1− d) can be represented in the form ψ1 (x, λ) = b1e
iλx +

∫ +∞
x B11 (x, t) b1e

iλtdt+
∫ +∞
x B12 (x, t) b2e

−iλtdt,

ψ2 (x, λ) = b2e
−iλx +

∫ +∞
x B21 (x, t) b1e

iλtdt+
∫ +∞
x B22 (x, t) b2e

−iλtdt,
(2.3)

where the kernels satisfy the estimation

‖Akj (x, t)‖ , ‖Bkj (x, t)‖ ≤ C1e
−ε |x+t|

2 , k, j = 1, 2. (2.4)

Now from (2.2) and (2.3) we have

(In +A−(x, λ))eiλσx
[
a1
b2

]
= (In +B+(x, λ))eiλσx

[
b1
a2

]
, (2.5)

where

A−(x, λ) =

∫ 0

−∞

[
A11 (x, x+ t) B12 (x, x− t)
A21 (x, x+ t) B22 (x, x− t)

]
eiλtdt,

B+(x, λ) =

∫ +∞

0

[
B11 (x, x+ t) A12 (x, x− t)
B21 (x, x+ t) A22 (x, x− t)

]
eiλtdt,

eiλσx =

[
eiλxIn1 0

0 −e−iλxIn2

]
are denoted.

It is easy to see that matrix functions A−(x, λ) and B+(x, λ) admit analytical
extension to lower (Imλ ≤ 0) and upper (Imλ ≥ 0) half-plane, respectively. If
we suppose that matrix functions A−(x, λ) and B+(x, λ) nowhere degenerate in
their domains of analyticity, i.e. det(In +A−(x, λ)) 6= 0, Imλ ≤ 0,

det(In +B+(x, λ)) 6= 0, Imλ ≥ 0,
(2.6)

then from (2.5) we obtain

eiλσxS(λ)e−iλσx = (In +B+(x, λ))−1(In +A−(x, λ)).

It is easy to see that

S(λ) :

[
a1
b2

]
→
[
b1
a2

]
.

According to nonstationary potential’s case [7], the matrix S(λ), λ ∈ R, is called
the scattering matrix for the system (1.1) on the whole axis.

Thus we obtain regular Riemann-Hilbert problem with the normalization to
unit matrix at infinity.

Theorem 2.2. (Theorem 3, [9]) Let S(λ) be a scattering matrix for the system
of equation (1.1) with the coefficients satisfying condition (1.2). Then coefficients
of the system (1.1) on the whole axis are uniquely determined from S(λ) under
the condition (2.6).
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3. ISP in the case of self-adjoint potential

Consider system (1.1) on the whole axis under self-adjoint potential ( q∗21 =
q12). In this case the operator L defined in the space L2(R,C3) by the differential
expression l(ψ) ≡ −iσ d

dxψ +Q(x)ψ is self-adjoint. We will show that the condi-
tions (2.6), which are sufficient for uniqueness for ISP in general case, is satisfied
automatically for the self-adjoint case of problem.

Lemma 3.1. Let the coefficients of system (1.1) with self-adjoint potential satisfy
condition (1.2). Then the problems (1.1), (2.1−a), (2.1−d) (Imλ ≤ 0) and (1.1),
(2.1 − b), (2.1 − c) (Imλ ≥ 0) have the unique solutions in the class of bounded
functions.

Proof. The problem (1.1), (2.1 − b), (2.1 − c) is equivalent to system of integral
equation  ψ1 (x, λ) = b1e

iλx + i
∫ +∞
x eiλ(x−s)q12(s)ψ2(s)ds,

ψ2 (x, λ) = a2e
−iλx + i

∫ x
−∞ e

−iλ(x−s)q21(s)ψ1(s)ds.
(3.1)

First, let λ be a complex number with Imλ > 0. It is easy to verify that the
bounded solution of the system (1.1) must be satisfied the system (3.1) with

b1 = a2 = 0. Therefore |ψk (x, λ)| ≤ Ce−ε|x|, k = 1, 2. It means that ψ (x, λ) ∈
L2(R,C3) and, consequently, ψ (x, λ) is eigenfunction of the self-adjoint operator
L and non-real number λ is its eigenvalue. In this way ψ (x, λ) = 0.

Now, let λ be a real number and ψ (x, λ) be solution of −iσ d
dxψ+Q(x)ψ = λψ,

where Q =

[
0 q∗21
q21 0

]
with homogeneous boundary condition

lim
x→+∞

ψ1(x, λ)e−iλx = 0, lim
x→−∞

ψ2(x, λ)eiλx = 0. It is easy to show that

ψ∗ (x, λ)σψ (x, λ)

= ψ∗1 (x, λ)ψ1 (x, λ)− ψ∗2 (x, λ)ψ2 (x, λ)

is not dependent by x. It is clear that

lim
x→−∞

ψ∗1 (x, λ)ψ1 (x, λ) = 0,

lim
x→+∞

ψ∗2 (x, λ)ψ2 (x, λ) = 0.

The last equality yields lim
x→−∞

ψ1 (x, λ) = 0 and lim
x→+∞

ψ2 (x, λ) = 0. Since the

solution of the problem with boundary conditions (2.1− a), (2.1− b) or (2.1− c),
(2.1− d) is unique, the equality ψ (x, λ) = 0 is true.

Because the system (3.1) is the system of Fredholm integral equation in the
real λ, the existence of the solution follows from its uniqueness.

The uniqueness of the bounded solution of the problem (1.1), (2.1−a), (2.1−d)
is analogously proved. �

Let us show that there exist matrix function C(x, t) such that

[In +B+(x, λ)]−1 = In +

∫ +∞

0
C(x, t)eiλtdt
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for arbitrary x and λ (Imλ ≥ 0). First, show that the matrix In + B+(x, λ) is
invertible. Let

det

[
In +

∫ +∞

0

[
B11 (x0, x0 + t) A12 (x0, x0 − t)
B21 (x0, x0 + t) A22 (x0, x0 − t)

]
eiλ0tdt

]
= 0 (3.2)

for some x0 and λ0.

It is easy to verify that ψ(k) (x, λ0) =

[
ψ
(k)
1 (x, λ0)

ψ
(k)
2 (x, λ0)

]
, k = 1, . . . , n, with the

components[
ψ
(k)
1

]
j

(x, λ0) = δkje
iλ0x +

∫ +∞

0
[B11]kj (x, t+ x) eiλ0(t+x)dt,

j = 1, . . . , n1,[
ψ
(k)
2

]
j

(x, λ0) =

∫ +∞

0
[B21]k,j−n1

(x, t+ x) eiλ0(t+x)dt, j = n1 + 1, . . . , n,

for k = 1, . . . , n1 and[
ψ
(k)
1

]
j

(x, λ0) =

∫ +∞

0
[A12]k−n1,j

(x, x− t) eiλ0(t−x)dt, j = 1, . . . , n1,[
ψ
(k)
2

]
j

(x, λ) = δkje
−iλ0x +

∫ +∞

0
[A22]k−n1,j−n1

(x, x− t) eiλ0(t−x)dt,

j = n1 + 1, . . . , n,

for k = n1 + 1, . . . , n, are solutions of the system (1.1) with the conditions

lim
x→+∞

[
ψ
(k)
1

]
j

(x, λ0)e
−iλ0x = δkj , j = 1, . . . , n1,

lim
x→+∞

[
ψ
(k)
2

]
j

(x, λ0)e
−iλ0x = 0, j = n1 + 1, . . . , n,

for k = 1, . . . , n1 and

lim
x→−∞

[
ψ
(k)
1

]
j

(x, λ0)e
iλ0x = 0, j = 1, . . . , n1,

lim
x→−∞

[
ψ
(k)
2

]
j

(x, λ0)e
iλ0x = δkj , j = n1 + 1, . . . , n,

for k = n1+1, . . . , n, respectively. Here [ψ]j denotes j′st component of the vector

ψ, [B]kj denotes (k, j)’st component of the matrix B, δkj is the Kronecker delta
symbol.

From (3.2), it follows that c1ψ
(1)(x0, λ0) + · · · + cnψ

(n)(x0, λ0) = 0 for some
constants c1 ,..., cn which at least one of these constants is not equal to zero.
Without loss of generality suppose that c1 6= 0.

Let ϕ(x, λ0) = c1ψ
(1)(x, λ0)+ · · ·+cnψ

(n)(x, λ0). It is clear to see that ϕ(x, λ0)
is solution of (1.1). Because the solution of Cauchy problem is unique the follow-
ing equality is satisfied:

c1ψ
(1)(x0, λ0) + · · ·+ cnψ

(n)(x0, λ0) = 0.

Denoting

ω(x, λ0) = c1ψ
(1)(x, λ0) + · · ·+ cn1ψ

(n1)(x, λ0)

= −cn1+1ψ
(n1+1)(x, λ0)− · · · − cnψ(n)(x, λ0)
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the function ω(x, λ0) is bounded solution of (1.1), since c1ψ
(1)(x, λ0) + · · · +

cn1ψ
(n1)(x, λ0) is bounded at x→ +∞ and cn1+1ψ

(n1+1)(x, λ0)+· · ·+cnψ(n)(x, λ0)
is bounded at x → −∞. In addition ω(x, λ0) satisfies the boundary condition

lim
x→−∞

ω1(x, λ0)e
−iλ0x = 0, lim

x→+∞
ω2(x, λ0)e

iλ0x = 0. Since the bounded solution

of system (1.1) with such boundary conditions is unique by the lemma 3.1, it
implies that

c1ψ
(1)(x, λ0) + · · ·+ cn1ψ

(n1)(x, λ0) =

−cn1+1ψ
(n1+1)(x, λ0)− · · · − cnψ(n)(x, λ0) = 0.

Last equalities yield

c1

(
1 +

∫ +∞

0
[B11]11 (x, t+ x) eiλ0tdt

)
+ c2

∫ +∞

0
[B11]21 (x, t+ x) eiλ0tdt

+ · · ·+ cn1

∫ +∞

0
[B11]n11

(x, t+ x) eiλ0tdt = 0.

It follows from the last equalities that c1 = 0 by using (2.4). It becomes to
contradiction. It means that matrix In + B+(x, λ) is invertible and is ana-
lytic in upper half-plane Imλ ≥ 0. Then there exists a matrix C(x, t) with

the components belonging to L1 for arbitrary x, such that [In +B+(x, λ)]−1 =

In +
∫ +∞
0 C(x, t)eiλtdt, by matrix analogue of the Wiener theorem [14, p. 60-63].

It is proved the uniqueness of the inverse scattering problem for the system
(1.1) with self-adjoint potential.

Theorem 3.1. Let S(λ) be a scattering matrix for the system of equation (1.1)
with the self-adjoint potential satisfying condition (1.2). Then coefficients of the
system (1.1) on the whole axis are uniquely determined from S(λ).

4. Conclusion

There are many publications on the ISP on the semi-axis for two component
Dirac systems and their 2n generalizations. In contrast to these cases, the ISP
in semi-axis for the system (1.1) is not intensively investigated for n1 6= n2. The
principal difficulty is to determine the sufficiently many scattering problems to
ensure the unique solution of the ISP under the consideration. In the paper [8],
the case of the non-stationary potential on the semi-plane has been studied for
n1 = 2, n2 = 1. It gives an idea of reducing the solution of the ISP in the half-
axis to the solution of the ISP in whole axis for the equation (1.1) for the future
works.
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order 2n, Trudy Moscov. Mat. Obşç, 19 (1968), 41-112 (in Russian); English trans.
Moscow Math. Soc. 19 (1968), 41–119.

[7] M.I. Ismailov, Inverse scattering problem for nonstationary Dirac-type systems on
the plane, J. Math. Anal. Appl. 365 (2010), 498–509

[8] M.I. Ismailov, Inverse nonstationary scattering for the linear system of the 3-wave
interaction problem in the case of two incident waves with the same velocity, Wave
Motion, 47 (2010), 205–216.

[9] M.I. Ismailov, The uniqueness of solution of inverse scattering problem for the sys-
tem of ordinary differential equations on the whole axis, Transactions of NAS of
Azerbaijan, 22 (4) (2002), 139–145.

[10] M.G. Krein, Topics in differential and integral equations and operator theory, Op-
erator Theory: Advances and Applications, 7, Birkhäuser Verlag, Basel, 1983.
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