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A NEW CONSTRUCTIVE METHOD FOR SOLVING OF
BISINGULAR INTEGRAL EQUATIONS WITH CAUCHY
KERNEL

CHINARA A. GADJIEVA

Abstract. In the present paper, the bisingular integral operator with
Cauchy kernel S is approximated by a sequence of operators of the spe-
cial form, it is proved that, the approximating operators S,, strongly
converges to the operator S, for a trigonometric polynomial of degree
not higher than n, the operators S,, and S coincide, and is given a new
method for the approximate solution of bisingular integral equations of
the first kind with Cauchy kernel.

1. Introduction

The constructive methods of solution of the bisingular integral equations the
theory of which very well described in the works [3, 5, 6, 13, 17-19, 24, 26] have
found wide application in aerodynamics, in theory of elasticity, electrodynamics
and in other applied fields (see [3, 13, 18-21]), and many works (see [4, 7-12, 16-18,
22-25, 27]) were devoted to their construction. In the work [1] R.A. Aliev worked
out a new constructive method for solution of the singular integral equations
with Cauchy kernel. In this work, singular integral operator is approximated
with operators preserving main properties of the singular integral operator, and
that enables to obtain more exact results. In the work [2] this method was
worked out and is justified for singular integral equations with Hilbert kernel. In
the present paper the constructive method worked out in the work [1] is applied
to the bisingular integral equations with Cauchy kernel.

Let Lo = Ly(I'?) be the space of quadratically-summable functions on the set
I'2, where I' = {t € C' : |[t| =1}. Let us consider bisingular integral operator
with Cauchy kernel in Lo

(Rp)(t1, ta) = ao(t1, ta)p(t, t2) + bi(t1, t2)(SM ) (t1, t2)+
Fba(t1, t2)(SP ) (1, ta) + bo(t1, t2)(S)(t, ta),
where

(W), 12) = 1/ Mdﬁ, (SP)(t1, ta) = 1/ Mdn,
r r

™ T — 11 e To — 19
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_ 1 @(11, 72)
(Se)(t1, t2) = ()2 /1“2 (= t1)(7 — t2)d7'1d72,

ap(t1, ta2), bi(t1, t2), i = 0, 1, 2 are the known continuous functions , moreover

Alty, t2) = [ anwm(ts, t2) # 0 for any (t1,t) € T2, (1.1)
vy,ve==%1
ind a1 (t1,t2) _ ai,—1 (t1,t2) _
tla—1,1 (t1,t2) tla—1,—1 (t1,12)
t1,t _ t1,t
— indy, a1,1(1, 2) = indy, a 1,1(1, 2) -0, (1_2)
ai,—1(ti,t2) a_1,—1 (t1,t2)
ind R = indy, 2210012 g 01 (inty) (1.3)
Ya_1, -1 (t1,t2) Ya_1,-1 (t1,t2)

Aoy s (L1, t2) = ao(t1, t2) + v1bi(ty, ta) + vaba(ty, to) + vivabo(ti, t2), vi,vo = %1.

Let us note that the conditions (1.1), (1.2) are necessary and sufficient for
Noetherity, and conditions (1.1), (1.3) for Fredholm property of the operator R
(see [5]).

In the present paper the operator R is approximated by a sequence of operators
of the form

2n—1
(Rag) (t1,12) = > o, (t1,12) (), 71),
k1,ko=0

where 7'( g t,k=0,2n, 6 =7, n € N, and the functions ocl(;f?kz (t1,t2) €
C ( ), ki, ke =0, 2n—1, n € N are expressed in terms of the given functions,
and it is proved that, under the conditions indicated above, the sequence of
operators { R, } strongly converges to the operator R in Lo, the operators R,, are
invertible for sufficiently large n, and the sequence of operators {R; 1} strongly
converges to the operator R~! as n — oo. It should be noted that, in this
method, the determination of the inverse operator is equivalent to the study of
the equation

2n—1

Z a,(;f?@ (ti,t2) @ (7151 Y T;g?) = f(t1,t2), (t1,t2) € T?,
k1,ko=0
at the points (Tgi),ﬂ(m)), mi1,me = 0, 2n — 1 because solving the resulting

system of linear algebraic equations
2n—1

(t i (t1) (t2) -
Z a kske (Tmi)aTr(ng)> v (Tk11+m177—k22+m2) -
k1,k2=0
= f( 751)? mz))7 mi,ma :m

vt st o (4 4). 0 (4°17). v (). o
the function ¢ (t1,t2) = ¢ (Tétl),Tém))-
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2. Approximation of a bisingular integrals with Cauchy kernel

Consider the following bisingular integral operators acting in Lo:

(S(l)(’p)(tl’ t2) = 1/ MdTl, (S( )SO)(t17 t2) 1 /MdTQ’
r r

T Tl—tl T 7’2—752

1 o (11,72) o 9
(S) (1, t2) = (7rz')2 /1“2 (11 —t1) (T2 — tz)d vdrz, (i1, t2) € I

It is well known (see [28]) that the operators S, S?) and S acts in Lo,
2 2 .
150y, = 159 s, = 1801, = L and (59)° = (59)7 = 62 = '
Lo.
Consider the sequence of operators

HL2~>L2 =

n—1

1 90(72k+1’ (1)
(SWp)(ty, tg) = — § AT
i - T 4 Tok+1
0 k+1
n—1
1 t1, T.
(S7§L2) )(tla t2) - Qp((tl) 2k+1) ’ ATQ(Z%ZP
i k=0 Tzk2+1 — 12

n—1 (t1) (t2)

1 P (Tok 10 Toky41)
(Sl 12) = (i D0 oy AT AT

2
(i) ka0 (Toy 41 tl)(TQk 11— t2)
where T]gt) = ki ¢, A’T]gt) = <7']§21 - T,Et)l) . sige =2ieM .10, k=0,2n, ==,
necN.
Let us calculate S5 (- th), S (7 - th), Sy (t7 - t5) for any m,p € Z (Z is the
set of integer real numbers):
n—1 (t1) m p
Tokt+1) t2

1

1) (ym 4P\ _ (b)) _

SO 1) = — T, ATyt =
k=0 '2k+1 1

1 =l om(2k+1)6i  ym

_ 1 ) wp \(n)
o Z Ttl ATyt = A g g, (2.1)

k=0 Tokt1
_ (t2) \P
13 U (Tzk+1)

57(12) (17" - 15) = T, BTk

T k=0 Topsr — L2
1 n ep(2k+1)9z . tp (t2)
= At =AY, (2.2)

k=0 Tog+1 — 12

n— ) \™ ([ _(t2) \P
(7:02 z:l ((t(17)—2k1+1t>1) (<T(2Z€22)+1) tg) ATz(k )+1A7-2(Z22)+1:

k1,k2=0 \ Tog, +1 Toko+1

Sn (1" - 1) =

n—1 . i m n—1 i
_ i Z em(2k+1)0 A Ar (t1) 1 Z eP(2k+1)0i .tp A7_(162) _ )\( n) ym )\(n) tp
e (t1) T2k 41" (t2) 2ko+1 41 2
k1=0 < Toky+1 tl) ka=0 (7'21@“ - t2>

(2.3)
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where
n—1 ; n—1 ;
. 1 em(2k+1)0i ) 1 eM(2k+1)0i )
A = i Z ) ATy = i Z (1) “ AT
k=0 <T2k+1 t) k=0 (T2k+1 - 1)

Calculating )\7(77), we find that )\SJ) =1form =0,n-—1, )\SJ) = —1 for m =
n, 2n — 1, and )\7(72:2” = )\7(7?) for all m € Z.
Suppose that
“+oo

pltita) = Y crpti'th.

m,p=—00
Then, taking (2.1)-(2.3) into account, we obtain
+oo

(SV¢) (tist) = - A,
m,p=—00
+oo
(SéQ)gO) (tl, tQ) = Z Chp)\z(,n)trintg,
m,p=—00
“+oo
(Sn) (t1,t2) = D erpA WA,
m,p=—00

This implies the following properties of the operators 57(11)7 Sy(f) and .S,,.

Properties 2.1. The following relations hold:

(S}P)Q - (S,(f)>2 = (S0)2=1in Lo,
|s82]

= 19allpyr, = 1

L2*>L2 Lo—Lo

and for any algebraic polynomials P,_; (t1,t2) = Ekl’,@_fnﬂ Uy o TR 12 of de-
gree not higher than n — 1 the equalities
(S P)(tr, t2) = (SDP)(t1, t2), (SFP)(t1, t2) = (SPP)(t1, t2),

(SpP)(t1, t2) = (SP)(t1, t2)
holds.
Suppose that

E@ (o) = inf |p—P

no ()= jnf Jlo—Fl,

is the best approximation of the function ¢ € Ly by polynomials from T}, where
the T, is the set of polynomials of the form 7 , _ akl’thlfltgz, gy ky € C.
Theorem 2.1. The sequences of operators {57(11)}7 {57(12)}, {Sn} strongly con-

verges to the operators SU, S@) and S respectively, and, for any ¢ € Lo, the
following estimates holds:

s

<2E( HS @ — 52 ng <2E()(),

IS¢ — Snepllz, < 2B, (9). (2.4)
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Proof. Suppose that P, (t1,t2) is the best approximation polynomial for the
function ¢ € Lo from T;,_;. In properties 2.1 we have

(5(1)@ - Sfp‘#’) (t1,t2) = SW (9 — Puc1) (t1,t2) — SV (0 — Puct) (t1,12) .
Then

- st

st

Lo = (HS(D‘ > ‘H‘P—PnAHLQ :2ET(L2—)1 (o).

Thus, we have shown that the sequence of operators {57(11)} strongly converges

Lo— Lo Lo— Lo

to the operator S(!) in Ly. The remaining inequalities are proved similarly. This
completes the proof of the theorem 2.1. O

Consider the regular integral

(Ko) (t1, t2) = . K (t1,ta, 71, 72) (71, T9) dridra, (t1, t2) € T2
r

where K (t1,t9,71,72) is a continuous function, and the sequence of operators

2n—1
(Kngo) (th t2) = Z K (t1,t277-,$1)77-1$2)) %
k1,k2=0
1 1
e <T’$1)’T’$2)) <2ATI<(:?)> <2A7—1$2)> , (t1,t2) €T n € N.

Suppose that
”KHoo = max { ’K (t17t27Tl7T2)| D t1,t2, T, T2 € F}7

n
Ep (K) = inf HK (t1,t2, 71, 72) — Z Ppy s (t1,t2) T{HTQPQ

p1,p2=—"n

(0.)
hpl,pz S Tn7 P1,p2=—"N, N }

Theorem 2.2. The sequence of the operators {K,} strongly converges to the
operator K in Ly and, for any ¢ € Lo, the following estimate holds:

2 2
1K — Kngllz, < 87211K | - ED () + 872 - Boa (K) { B2, () + Il | -

(2.5)
Proof. Let us calculate ,2;_01 (T,gt))m <%A7‘,§t)) for any m € Z:
2n—1 m (1 2n—1 -
Z (Tlgt)) <2AT,§t)> — . gmtl Z p(mADk0i _
k=0 k=0
[ 2mi-t™T m = —1 (mod 2n), (2.6)
B 0, m # —1 (mod 2n). '

Since

Mg 2w, m = —1,
FT 71 o, m # —1,
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it follows from (2.6) that, for any polynomial go,_2(t) = iz__22n+2 ayt® the
following relation holds:

2n—1

1
/an o(T)dT = Z q2n—2( <2AT;£t)>~ (2.7)

Suppose that

2
E® (¢) = ¢ = Paills,

pP1__Pp2
K (ty,ty, 71, 72) — E hipy py (t1,t2) 71 T
pP1,p2=—"n

o0

Then from relation (2.7), we obtain

(Ko) (t1,t2) — (Knp) (t1,t2) = (K = Ky) (¢ — Poe1) (t1,t2) +

—|—/ K(tl,tQ,Tl,TQ Z hm,m tl,tQ)TflTém . Pnfl(Tl,TQ)dTlde—F
r p1,p2=—n
2n—1 ) po
t t
- 8 [kt A= S i ()" ()]
k1,ko=0 p1,p2=—"n

¢ ¢ 1 ¢ 1 ¢
i) (o8) (56,

Hence

K = Knpll, < 1Kz, r, + 1Knllp, oz, e = Pacallp, +

n
+ / [K(tlv to, 71, 7-2 Z hp17p2 t17 t2) 7{71 7-52 ’ Pnfl(ﬁ’ T2)dTldT2 -
2 Pp1,p2=—"n Lo
2n—1 P1 P2-
t t
+ Z [K(thtz,ﬂgl ﬂ';i; Z hpy.ps (t1512) (T]il )) (TIEQQ)) x
k1,k2=0 p1p2=—"n N

¢ ¢ 1 ¢ 1 ¢
X Pp_q (T,ﬁll), ,ﬁj)) (2A7211)> <2A7-]£22))

Taking into account the inequalities ||Kl|; ;. < 47%| K|, [Knll; o7, <

472 ||K ||, it follows estimation (2.5). This completes the proof of the theorem
2.2. U

Lo
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3. Construction and justification of a new constructive method
of solving bisingular integral equations

Suppose that A is a linearly continuous operator in a Banach space X and
{A,},2, is the sequence of linear continuous operators in X.

Definition 3.1. We say that the approximation method involving the system
of operators {Ay},-, can be applied to the invertible operator A if there exists
an ng € N such that the operators A, are invertible for n > ng and, for any
y € X, the solutions x,, € X of the equation A,z, =y, n > ng, converge in the
norm of the space X to the solution of the equation Ax = y.

Let us present the following assertions from the theory of projective methods
14],

Proposition 3.1. Suppose that the sequence of operators {A4,},. | strongly
converges to an invertible operator A. The approximation method involving the
system of operators {Ay},-, can be applied to the operator A if and only if
there exists an ng € N such that the sequence {A}, -, is uniformly invertible,
moreover, if * and x are the solutions of the equations Az = y and A,z =
y , respectively, then

la* — il < const |[(An — Az (3.1)

Proposition 3.2. Let the approximation method involving the system of
operators {Ay} -, be applicable to the invertible operator A. Then, for any
system {B,},, of linear continuous operators in the space X satisfying the
condition nlg]rolo |Br]| = 0, the approximation method involving the system of

operators {A, + By} -, can be applied to the operator A.
Consider the following sequences of linear operators acting in La:

2n—1
T1, T
(thp) (t17t2) = Z K(t17t277—l§) T/EQ))TIS)TIEQ) / / (70( = 2)d7-1d7—27

T T2
k1,k2=0 WL (1)1
Ty Thy+1 Thy Tho+1

(Kg)@) (t1,t2) =

2n1

6 0
e o 1
/ / B (e, ol ol 70, ) a7
ki ka=07

where 7'( ) = , 8 =7, and my, my are numbers such that ¢; € Tr(r}i)T%)H , 1=
1,2
The uniform convergence of the operators {KS)} to the operator K follows

from the inequality

o)

<4 K(ty,t — K(t1,t2, 7, T5)T1TH
LosLo = ™ glg%chm?}r@‘ (t1,t2, 71, 72)T172 (t1,t2, 71, 72) )

f2€l |’T2 7'2’<9
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and the strong convergence of the operators {Kg)} to the operator K follows

from the theorem 2.2 and from the inequality

K, — K§3>‘

< 47 max max ‘K(tl,tg,ﬁ, )10 — K(t), 5, 71, Té)T{Té‘ i
Ly— Lo |t1—t1|<0 |m1—7{|<0
|t2—t’2|§6' |T2—Té|§9

(3.2)
Lemma 3.1. If the inverse operator (I + KY1 exists, then, the for large values
of n, the operators (I +K,,) are also invertible and the sequence of the operators

{(I + Kn)_l} strongly converges to the operator (I +K)™! in L.

Proof. Suppose that the inverse operator (I + K)_1 exist. Since the sequence of
operators {Kg)} uniformly convergences to the operator K, it follows that, for
large values of n (> ng), the operators I + Kg) are uniformly invertible.

For any f € Lo consider the equation

(I + K§L2>) On(ty,ta) = f(t1,ta), (t1,t2) € T2. (3.3)

Considering equation (3.3) at the points (Tit;,zﬁkl , Tﬁtjjﬁb) € T2 ki, ky =

0, 2n — 1, where m; and msy are the indexes satisfying ¢; € 7-7(”12')7-7%)-%1 ,i1=1, 2,
we can write this equation in the following equivalent form:

®,G, = Fp, (3.4)

where ®,, = ((Pn(TEtézp T£t72n)2)’ :
(t1) (t2) )

Pn (Tfml +2n—1> Tfmg +2n—1

() ) Yea(t) A2y

14+g0o0 901 --- 9o 4n2—1
G _ g0 14+g11 - g1 an2—1
=

9an2-1,0 Yan2-1,1--+ G4n2—1,4n2—-1
9(2n)ir+iz, (2n)j1+72 =
Jo2 2 tir 0 Nig
_ (t1) (t2) (t1) (t2)
F, = (f (T_ml, T o yeoos f T Temgt2n—1 ) s

f (T£t71,31+17 Tﬁtfr22> soon f (Tg;;zlwnflv Tgtzl)eranl)) .

Let us prove that def G,, # 0 for any n > ng. To do this, we must show that
the equation

0 0
= —/ / K(e""lTﬁ), B T(l)) Ti(ll)Ti(zl)d(fldUm i1,12,71,J2 = 0, 2n — 1,
o Jo

(o, X1y Tap2_1) - Gn = (do, di, ..., dgp2_1) (3.5)

is solvable for any right-hand side. For any vector (dy, di,...,d,2_1), we take
the function

1 1 1 1 . . _——
f(o)(tl, t2) = @dQnil_A,_iz for t1 € 7'2-(1 )Tl-(lJ)rl, to € Ti(Q)Ti(QJ)rl , 11, 19 = 0, 2n — 1,
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Since f(©) € Ly, it follows that the equation
(1+K5}>) O (t1,t0) = FO(t1,t2), (t1, 12) € T2 (3.6)
is uniquely solvable with respect to go%o) in Ly for n > ng. Writing t; = €, ty =
€2 and integrating (3.6) on the quadrate [p16, (p1 +1)6] x [p26, (p2 +1)46],
p1, p2 =0, 2n — 1 we have

6 0
(/ / 90,20) (ei"lTél), eiOQTél)) doidos, . ..,
/ / el ( " 1> ew27'2(711)71) daldag) -Gy =
= </ / f(o)(ewl, 6i02)d0'1d0'2,...,

2n6 2n6
/ / wl, wZ)dOdez = (do,...,d4n2,1), (37)
2n—1)0 J(2n—1)0

that is the equation (3.5) is solvable for any right-hand side; therefore,
def Gy, # 0. Then equation (3.4) and, therefore, equation (3.3) is solvable for
any f € Lo for almost all (t1,t3) € T'2. Next we prove the uniform invertibility

of the operators (I + Kg)) . Suppose that ¢, (t1, t2) is a solution of equation
(3.3). Then, from (3.4), we obtain

q)n = Fn : Ggl = (f(TEt'rln)p Tﬁtrzrzg )a s f(Tﬁtrln)l—s—Qn 1 £t’r2n)2—|—2n—1 )) ' G;Ll

Let G,,1 = ((G;l)(o) (GHD, (G,;l)(4”2_1) ), where (G;l)(k) is the (k+1)-

th column of the matrix G, k=0, 4n2 — 1. Then for almost all (¢, t2) € I'?,
we can write

—1\ (k2+2nk
pultay t2) = (S T ) s TR ) (G

for (t1, ta) € (T’g), T,iﬂJ) X (T,g), T]g;ll ), k1, ko =0, 2n — 1. Then
2n—1

) 2
> 1 _ 1\ (k242nkq)
lenllz, = A2 Z /(1) s /(1) € ‘(G" )

k1,ka=0"Tky Th1+1 ¥ Thy Tho+1

2
x !(fv“,zf, D P Tiii;%_l)) | ldta] | =

2n—1

kg—‘rQTLkl)
T 4n? /<1 (1)/(1> ) Z
5} k1,ko=0
< [(FES A2 f S ) )‘ dtr| |dt| (3.8)

From (3.7) we find that, for any vector (do, di, ...,dsp2_1),

/ / et gio2 ())daldag

= (do, dy, ..., dgp2_y) (G )’“2“"’“, ki ke = 0,20 —1, (3.9)
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where @) (t1,12) = (I +K3)) 7L FO (¢4, 1),
Since the family of operators {(I + K(l))*l} is uniformly bounded, i.e., there is

an My < 4o such that, for any n > ng the inequality ‘ I+ K( )) ’ P < My
holds, it follows that
4n2—1 2
e A e A I A LN o=
On the other hand, from (3.9) we obtain
2n—1

nki) |2
Z ‘(do, diy ... dyp2_1) (G;1)(k2+2 k1)

k1,ka=0
2n 1 2
//% eV, o2 (0 g oy | <
k1,ko=
4n2—1
< 47262 @%0) y F2) Z |d)? . (3.10)

In view of (3.10), from (3.8) we find that, for any n > ng the inequality

H(I+K£f))* ] < My

LQ—}LQ

holds. We have found that the operators I + K%) are uniformly invertible; then,
by proposition 3.1, we have that, the approximation method involving the system
of operators {I + K%Q)} can be applied to the operator I + K. By proposition 3.2
from the inequality (3.2), we find that if the inverse operator (I +K) ' exists,
then the approximation method involving the system of operators I 4+ K,, can be
applied to the operator I 4+ K, because I + K,, =1 + Kg) + (Kn — Kg)). This
completes the proof of the lemma 3.1. O

By IT and II; we denote the sets of sequences of bounded linear operators { B, },
{B!],} in Ly of the forms

2n—1

t t
(Bnp) (t1,t2) = E, O‘kl k(L1512 90(715:11)’71522))’
k1 k2 =0

(Bp) (t1,t2) = Z 5k1 ky (E1512) (Tg(?), 2(k2))
k1,k2=0

respectively, where the oz,(ﬂn)k (t1,t2), k1,ke = 0, 2n — 1, 5,(?),6 (t1,t2), ki,ko =
0, n — 1 are continuous functions such that the sequence of operators { By}, { B, }
strongly converges in Lo to some linear bounded operator, while by II*, II] the
sets of the sequences {M,,} € II satisfying the following condition:

(*) if the inverse operator (I+BM)~! exists, then, for any sequence {B,} € II,
B, >+ B (respectively, for any {B/} € II;, B, - B) the approximation
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method involving the system of operators {I + B,, M,,} (vespectively {I + B], M, }),
where M,, —— M, can be applied to the operator I + BM.

Lemma 3.2. The sequence of operators {K, } belongs to I1*.

Proof. Let the sequence of operators {B,} belongs to I and B, — B. Tt is
well known (see, for example, [15]) that the strong convergence of a sequence
of linear bounded operators implies its uniform convergence on any compact
set. Then the operator(s )BnK uniformly converge to the operator BK. As the
1

sequence of operators K;, 7 uniformly converge to K and the sequence of operators

{IB.|] Los L2} is bounded, then we obtain that the sequence of operators B,k

also uniformly converge to the operator BK. Next, proceeding just as in Lemma
3.1, we have uniform invertibility of the operators I + BnKI(12). Since

I 2 1)

In view of proposition 3.1 and 3.2, we find that the approximate method involv-
ing the system of operators {I + B,K,,} can be applied to the operator (I + BK).
This completes the proof of the lemma 3.2. 0

— 0 as n — o0,
Lo— Lo

Similar to the proof of the Lemma 3.2 it is proved that the sequences of oper-
ators {K%S)}, {K%)}, {KS))}, {K%ﬁ)} strongly converge to the operator K and
the inclusions {KS)} e 113, {Kﬁf)} e 13, {KS’)} e I3, {KS”} e 1T} exist

where

(KDe) (trt2) = S Kt 1,752, 75 ) 40 - Al An ),

k1,ko=0
= (t1) _(ta) (1) _(t2) (t2) A (t2)
4 t t t
(K%)SD) (t1,t2) = Z K(t1,to, Top) s Topos 1) P(Toky s Topag1) * ATopy, AToplq s
k1,k2=0
n—1
5 ) t) () (t1) ¢
(KD¢) (1) = Y- Kt taomiyl) o miit)y o(rfid 1 nfi2)) - A Al
k1,ko=0

) (t2) (t1) () (t1) (t2)
(ng) ) t1t2) = Z Ktl’t277—2k1+1’ Tokg41) P T2k 15 Tty 1) Dok, 418 Ty 41 -
k1, k2=0

By IIs we denote the sets of sequences {B,} € II,

2n—1

(B tlth Z akl ko t17t2 90( (1 v TI§2 ))7
k1,k2=0
where a,(c:b)lﬁ (t1,t2), k1,ka = 0, 2n — 1 are continuous functions such that the
sequence of operators

(Br(z) ) t17t2 Z a2k1 2k2 tl’tQ)SO(TQ(kl) Tz(k’z))’
k1,ko=0
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<B7(12)‘P> (t1,t2) = Z 0‘2k1 2k2+1(t1at2)‘/’(72(k11)’ 72(k2)+1)
1 k=0

(B( )“0> (b1, t2) Z s e 2k, (11 12) (T35 1 1)
k1,k2=0
strongly converges in Lo to any linear bounded operator; and by II5 a set of
sequences { M, } € II, satisfying the following condition:
(**) if the inverse operator (I + BM)~! exist, then, for any sequence
{B,} € Iy, B, —2 B the approximation method involving the system of opera-
tors {I + B, M}, where M, —> M, can be applied to the operator I + BM.

Lemma 3.3. The sequence of operators {K,(f)} belongs to 115.

2n—1
Proof. Let the sequence of operators (Bpp) (t1,t2) = > oz,(ﬂ)kz (t1,t2)p( ,gtl) TIS?))
k1, k2 =0

belongs to Iy, and let the sequence of operators

(Br(z) ) t17t2 Z O[2k1 2k2 tl’tz)sp(TQ(kl) T2(k32))’

k1 ko=
n—1 )
t
<B7(12)(P> (tl t2 Z a2k1 2k2+1<t1’t2)(‘0(7—2(k11 7—2(’€2)+1)
kl,kz 0
t1 t
(ng)‘ﬁ’) (t1,12) Z a2k1+1 2ks (tlat2)‘P(T2(k1)+1’ 72(1@22))’
k1,k2 0
(t1) (t2)
(B( ) ) tla t2 Z a2k1+1 2k2+1(t1’ tQ)SO(Tleﬁ'l’ 72k22+1)
k1,k2=0

strongly converge to the operators B, B®) BG) and B® in Ly, respectively.
Then we have

(BnKS)SO) (t1,t2) = ( VK ) (t1,t2) + (B(Q)K( ) ) (t1,t2) +
+ (Br(zg)K( )90) (t1,t2) + (Bn4)K( )<P> (t1,t2) =
= (Br(Ll)KS’)SO) (t1,t2)+(37(12)K§¢4)<P) (tl,t2)+<]§fl3)K7(15)<P> (t17t2)+<3724)K%6)<P> (t1,t2) ,

where

n—1
(B7¢) trot2) = (B7¢) (6177 = X afdanpialtr. o) 742,

k1 ,ka=0
n—1
(Bﬁf’hp) (t1,t2) = (B,@cp) (Tﬁtll),tQ) = Z O‘gl:)ﬁl,?kz (tl,tg)go(rékl) 7'2(,?2))
k1,ko=0

n—1
(Br(fl)@) (t1,t2) = (Br(;l)‘p) (T(tll)ﬂ(tf ) P agiz)lﬂ,zkzﬂ(tl’t2)30(72(1t<:11) 72(1?2))
k1,k2=0
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Similar to the proof of Lemma 3.2, we can prove that if the inverse operator
(I + BK)_1 exists, then, the for large values of n, the operators I + BnKS)
are also invertible and the sequence of the operators (I + BTLKS)’))i1 strongly
“Lin Lo, that is the approximation method
involving the system of operators {I + Ban(E’)

I + BK. This completes the proof of the lemma 3.3. O

converges to the operator (I + BK)

}, can be applied to the operator

Lemma 3.4. If, for any m € N, the sequence of operators {My(Lm)} belongs to
I, {M,} €11, and

lim sup HM,(Lm) - M,

m—r0o0 neN

=0, (3.11)

Lo— Lo
then {M,} € IT*.

Proof. Suppose that conditions (3.11) are satisfied. Since any sequence of oper-
ators { By} € II is uniformly bounded, it follows that, in view of relation (3.11),
there exists a number mg € N such that

cup B0~ 0,
neN

L2 (FQ)A)LQ (FQ)

Hence the family of operators {I + B, M, — BnM,(LmO)} is uniformly invertible.
Using the relation

I+ B,M, =1+ B,M, — BnMT(LmO) + BnM7(Lm0) _

1
— (I + BpM,, — B,M(™) [I n (I + By M, — BnM,gm0>) BnM,gm0>] ,

we obtain that the family of operators {I + B, M,} is also uniformly invertible
-1
(beginning with some n > ng), because [(I—i—BnMn — BnM,(lmO)) Bn] eIl

and {Mém)} € II*. This completes the proof of the lemma 3.4. O

We denote by L a set of linearly bounded operators in Lo, of the form

p1
_ 74D L BOODY [(pg® _ g, () gD _ gy
W ;(h,IJrD +BYQ )[(czs s CZ>+(H s _ gy )}Jr

L3 (ar+ QO+ BODOY [(d5 - 5%0,) + (O sONOY] +

i=p1+1

+ i B [(C g _ S(nq) 4 (H(n g _ Su)H(i))] [(di 52 _ S2di> i

i=pa+1

+(N<i)5(z>_5<2>N<z‘>)] i i BOU®.

i=p3+1
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where h;(t1,t2), i =1, pa, ci(t1,t2), i = 1,prand i =po+ 1, p3, di(t1,t2),
i =p1 + 1, ps are continuous functions, B®Y) € Ly, i = 1, p4 are linearly bounded
operators in Ls,

(DDe)(ty, ta) = / DY (t1,t9,m1) (r1,t2) dr and DY € Ly (T%), i = T, o,
I

HD) (1, t2) = / HO (b1, t2,71) (71, 12) dry and HO € L (I°),
I
i=T,prandi=p;s+1,ps,

(QYe)(t1, 12) = / QU(t1,t2,72) 91, 72) drs and QU € Ly (I%), i =T, s,
r
(NO)(ty, ta) = / NO(t1,t9,72) p(t1,72) dro and N € Ly (T%), i = pr + 1, ps,
r

(UDg)(t1, ta) :/ UD(ty,ta, 71, 72) p(11,72) dridrs and U € Ly (I
T2

i=p3+1, ps.
Similar to the proof of Lemma 3.2 and Lemma 3.3, and using Lemma 3.4 the
following lemma is proved.

Lemma 3.5. If W € L and the inverse operator (I—I—W)_l exists, then, for

S

large values of n, the operators I + W, are also invertible and (I + I/Vn)f1 —
(I+ W)™, where

W, =3 (1l + D+ BOQY) [(aS0 —siVe) + (BOSE - )] +

i=1

+ i (h T+QY +B Z>D<l>) [(diS,(f) - Sg2>d,~) + (ngs,g?) O >)} +

i=p1+1

P38 O [(a80 - sWVei) + (DD — sOHP)] =

i=pa+1
S _ @y () g _ g
x[(d@Sn S¢ dl>+(Nn S@) _ gN )} Z;HB

{B;ﬂ} €1, BY 5 Bi=1, pa,

(D9) (1. 12 zDu (rnt2r) o (1) (3870) i =T

(Hﬁf)w> (t1, t2) = Zi?;é H) <t1,t2,ﬂ§11)> ¥ (Tlgl)’h) GAT’SI))’ =1, prand
i:M7
2n—1

QW) (t1, t2) Z QU <t1,t277'k; ) ¥ (t Tk(:?)> (;ATIE:?)> i=1,ps,

ko=0
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2n—1

(NDg) (11, t2) = > N (14,82, 702 ) o (11,70 ( AT,??)),@':M,
ko=0
- ) () () (@) (L @) (L)
7 _ t t t t t
(US@)SO) (t17 tz) a k; OU() (tl’tQ’T/ﬂ ’Tk; ) ¥ (Tk11 7Tk22 ) <2ATk11 > <2AT1€22 > )
1,R2=—

t=p3+1,ps.

Next, let us justify the applicability of the approximation method for complete
bisingular integral equations with continuous coefficients.

Theorem 3.1. If the operators Rand R'R"R" are invertible in the space Lo,
where

R = agl + 58S — 5,8 — 1S, R" = agl — b;SM + 1,53 — S,

R" = aol — 018" — 25 + by S,
then the approximate method involving the system of operators

(Rap)(t1, t2) = ao(t1, t2)p(ty, t2) + b(t1, t2)(Se)(t1, t2)+

+ba(t1, 12) (S 0) (1, t2) + bo(t, t2)(Snp) (b1, t2),
can be applied to the bisingular integral operator R, that is the operators Ry
also invertible for large values of n, and R;,* —5 R~'. Moreover the following
estimate holds:

HR;lf - RilfHL2 < const - Eﬁlz_)l(np), (3.12)
where o = R7f.

Proof. The operator x R’'R"R"R is in the form of xR'R"R"R = I+ W, where
W € L. By lemma 3.5, the approximate method involving the system of operators
<Rl R!' RY R, = I + W, can be applied to the operator I + W, where

R, = aol 45155 — 525 — bySn, R = aol — 1SS + 0352 — byS,, RY =
apl — blSr(Ll) — ng,(L2) + bgSy, that is the operators I + W,, also invertible for large
values of n, and (I +W,)™" == (I +W)~*. Then it follows that the operators
R,, also invertible for large values n, and the following equality holds:

R = (I +W,)™! %R; R!'R! .

Therefore the sequence of operators {R; 1} strongly converges to R~! in L.
Estimation (3.12) follows from Remark 2.1 Chap. 2 [14] and from theorems 2.1
and 2.2. This completes the proof of the theorem 3.1. ]
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