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ON THE BASICITY OF EIGENFUNCTIONS OF A

SECOND-ORDER DIFFERENTIAL OPERATOR WITH A

DISCONTINUITY POINT IN WEIGHTED LEBESGUE SPACES

TELMAN B. GASYMOV, AZAMAT M. AKHTYAMOV, AND NIGAR R. AHMEDZADE

Abstract. We propose a new method for proving that eigenfunctions of
non-self-adjoint differential operators in weighted Lebesgue spaces form
a basis. A spectral problem for a second-order discontinuous differen-
tial operator on a finite interval of the real axis with one discontinuity
point, which divides the interval into commensurable parts, is consid-
ered. The spectral parameter linearly enters both the equation and the
transmission condition. Such problems arise when studying the prob-
lem of oscillation of a loaded string with fixed ends by the method of
separation of variables. A theorem on the basis properties of eigen and
associated functions of the spectral problem in weighted spaces Lp,ρ⊕C
and Lp,ρ with a power weight function ρ (·) satisfying the Muckenhoupt
condition is proved.

1. Introduction

Consider the following spectral problem with a discontinuity point

y′′ (x) + λy (x) = 0, x ∈
(

0,
1

3

)
∪
(

1

3
, 1

)
, (1.1)

y (0) = y (1) = 0,
y
(

1
3 − 0

)
= y

(
1
3 + 0

)
,

y′
(

1
3 − 0

)
− y′

(
1
3 + 0

)
= λMy

(
1
3

)
,

 (1.2)

which arise when solving the problem of vibrations of a loaded string with fixed
ends. These problems are well illuminated in well-known monographs [3, 35, 15].
Boundary problems with discontinuity condition in the interior point of the in-
terval are often encountered in various fields of mathematics, mechanics, physics,
geophysics, and natural sciences. Such problems are usually associated with dis-
continuous and non-smooth properties of the environment. For example, discon-
tinuous problems arise in electronics when determining parameters of transmis-
sion lines with desired technical characteristics [25, 27]. Discontinuous problems
also arise when studying transmission properties of one - dimensional discontin-
uous environments [23, 34]. Boundary problems with discontinuity condition in
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the interior point of the interval arise also in the geophysical models of Earth
structure [1, 24]. For the problem (1.1), (1.2) the completeness of the eigen-
functions is proved in the spaces Lp (0, 1) ⊕ C and Lp (0, 1) in [19]. In [20], the
basicity of a system of eigenfunctions of problem (1.1), (1.2) is proved in Morrey
type spaces. In proofs, the authors of [20] used the classical Hausdorff-Young
theorem with respect to the systems of sines and cosines, which generally does
not hold in weighted spaces, and this creates an additional difficulty in the study
of such problems in the weighted case. It should be noted that these spectral
problems are very different from the usual ones. The study of the basis proper-
ties of systems from the eigenfunctions of spectral problems with a discontinuity
point sometimes requires the use of other methods than previously known. In
[8, 9], a new method for investigating the basis properties of discontinuous dif-
ferential operators in the spaces Lp (0, 1) ⊕ C and Lp (0, 1) is proposed. But
due to the needs of applications sometimes basis properties of systems consisting
of eigen and associated functions of ordinary differential operators in weighted
Lebesgue spaces are required. In the case of a simple differentiation operator y′

or y′′, whose eigenfunctions are the classical system of exponents
{
einx

}+∞
n=−∞or

trigonometric systems {sinnx}∞n=1 , {cosnx}∞n=0, respectively, with appropriate
boundary conditions, the basicity problems in weighted Lebesgue spaces have
been sufficiently well studied (see [21, 14, 28, 29, 30, 33, 32, 31]). In [21] it was
proved that the Muckenhoupt condition on the weight function is a necessary
and sufficient condition for the basicity of systems in weighted Lebesgue spaces.
More general results in this direction were obtained in [12, 13], where necessary
and sufficient conditions for the basicity of the perturbed system of exponents, as
well as systems of sines and cosines in weighted Lebesgue spaces, were obtained.
However, as we know (or as it seems to us), in the case of ordinary differential
operators with general regular two-point, multipoint or discontinuous boundary
conditions, the basicity problems of eigen and associated functions in weighted
Lebesgue spaces have not been studied (with the exception of self-adjoint case in
the weighted Lebesgue space L2,ρ). In the present paper, improving the meth-
ods of [8, 9], the condition for the basicity of the eigenfunctions of the spectral
problem (1.1), (1.2) is found in weighted Lebesgue spaces with power weight.
It should be noted that the basis property of the eigenfunctions of the spectral
problem (1.1), (1.2) in non-weighted Lebesgue spaces, as well as in Morrey-type
spaces, was studied in [20, 10].

2. Necessary information

Let us give some results from [19], which we will need throughout the paper.

Theorem 2.1. [19] The spectral problem (1.1), (1.2) has two series of eigenval-

ues: λ1,n = (ρ1,n)2 , n = 1, 2, ..., λ2,n = (ρ2,n)2 , n = 0, 1, 2, ..., where

ρ1,n = 3πn,

ρ2,n = 3πn
2 + 2+(−1)n

πMn +O
(

1
n2

)
.

}
(2.1)

The corresponding eigenfunctions are given by the following expressions

y1,n (x) = sin 3πnx, x ∈ [0, 1] , n = 1, 2, ..., (2.2)



34 TELMAN B. GASYMOV, AZAMAT M. AKHTYAMOV, AND NIGAR R. AHMEDZADE

y2,n (x) =

{
sin ρ2,n

(
x− 1

3

)
+ sin ρ2,n

(
x+ 1

3

)
, x ∈

[
0, 1

3

]
,

sin ρ2,n (1− x) , x ∈
[

1
3 , 1
]
, n = 0, 1, 2, ... .

(2.3)

Let us construct the linearizing operator for the problem (1.1), (1.2). Denote by
W 2
p

(
0, 1

3

)
⊕W 2

p

(
1
3 , 1
)

the space of functions whose restrictions to intervals
(
0, 1

3

)
and

(
1
3 , 1

)
belong to Sobolev spaces W 2

p

(
0, 1

3

)
and W 2

p

(
1
3 , 1
)
, respectively, where

1 < p < ∞. Let us define the operator L in the following way. As the domain
D (L) we take the manifold

D (L) =
{
ŷ =

(
y (x) ,My

(
1
3

))
: y (x) ∈W 2

p

(
0, 1

3

)
⊕W 2

p

(
1
3 , 1
)
,

y (0) = y (1) = 0, y
(

1
3 − 0

)
= y

(
1
3 + 0

)}
,

(2.4)

and for ŷ ∈ D(L) the operator L is defined by the relation

Lŷ =

(
−y′′; y′

(
1

3
− 0

)
− y′

(
1

3
+ 0

))
. (2.5)

The following lemma is true.

Lemma 2.1. The operator L defined by expressions (2.4), (2.5), is a densely
defined closed operator in Lp (0, 1)⊕C with compact resolvent. The eigenvalues of
the operator L and of the problem (1.1),(1.2) coincide. If y (x) is the eigenfunction
(associated function) of problem (1.1), (1.2), then ŷ =

(
y (x) ; My

(
1
3

))
is the

eigenvector (associated vector) of the operator L.

Proof. To prove the first part of the lemma, we take û = (u, α) ∈ Lp (0, 1) ⊕ C
and define the functional F (û) as follows

F (û) = Mu

(
1

3

)
− α.

Let us also define the following functionals

Uν (û) = Uν (u) , ν = 1, 2, 3,

where

U1 (u) = u (0) , U2 (u) = u (1) , U3 (u) = u

(
1

3
− 0

)
− u

(
1

3
+ 0

)
.

Then all the functionals F, Uν , ν = 1, 2, 3, are linear and bounded in W 2
p

(
0, 1

3

)
⊕

W 2
p

(
1
3 , 1

)
⊕C, but unbounded in Lp (0, 1)⊕C. Therefore, (see e.g. [26, pp. 27-

29]), the manifold

D (L) = {û = (u (x) , α) : u (x) ∈W 2
p

(
0,

1

3

)
⊕W 2

p

(
1

3
, 1

)
,

F (û) = 0, Uν (û) = 0, ν = 1, 2, 3}
is everywhere dense in Lp (0, 1)⊕C, and the operator L, as a finite-dimensional
restriction of the corresponding maximal operator, is a closed operator with a
compact resolvent (see e.g. [22, p. 238]). The second part of the lemma is
verified directly. Lemma is proved. �

When obtaining the main results, we need some concepts and facts from the
theory of bases in a Banach space.
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Definition 2.1. Let X be a Banach space. If there exists a sequence of positive
integers {nk}, such that nk < nk+1, n0 = 0 and any vector x ∈ X is uniquely
represented in the form

x =

∞∑
k=0

nk+1∑
i=nk+1

ciui,

then the system {un}n∈N ∈ X is called a basis with parentheses in X. For nk = k
the system {un}n∈N forms an ordinary basis for X.

We need the following easily proved statement.

Statement 2.1. Let the system {un}n∈N form a basis with parentheses for a
Banach space X. If the sequence {nk+1 − nk}k∈N is bounded and the condition

sup
n
‖un‖ ‖ϑn‖ <∞,

holds, where {ϑn}n∈N is a biothogonal system, then the system forms an ordinary
basis for X.

Recall the following definition.

Definition 2.2. The bases {un}n∈N of Banach space X is called a p-basis, if for
any x ∈ X the condition ( ∞∑

n=1

|〈x, ϑn〉|p
) 1

p

≤ C ‖x‖ ,

holds, here {ϑn}n∈N is a biothogonal system to {un}n∈N .

Definition 2.3. The sequences {un}n∈N and {ϕn}n∈N of Banach space X is
called a p-close, if

∞∑
n=1

‖un − ϕn‖p <∞.

We will also use the following results from [6, 17, 18].

Theorem 2.2. Let {xn}n∈N form a q-basis for the space X, and the system

{yn}n∈N is p-close to {xn}n∈N , where 1
p + 1

q = 1. Then the following properties

of the system are equivalent:
i) {yn}n∈N is complete in X;
ii) {yn}n∈N is minimal in X;
iii) {yn}n∈N forms an isomorphic basis to {xn}n∈N for X.

LetX1 = X⊕Cm and {ûn}n∈N ⊂ X1 be some minimal system, and
{
ϑ̂n

}
n∈N

⊂
X∗1 = X∗ ⊕ Cm be its biorthogonal system:

ûn = (un;αn1, ..., αnm) ; ϑ̂n = (ϑn;βn1, ..., βnm) .

Let J = {n1, ..., nm} be some set of m natural numbers. Suppose

δ = det ‖βnij‖i,j=1,m .

The following theorem is true.
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Theorem 2.3. [17, 18]. Let the system {ûn}n∈N form a basis for X1. In order
to the system {un}n∈NJ , where NJ = N\J , form a basis for X, it is necessary
and sufficient that the condition δ 6= 0 be satisfied. In this case the biorthogonal
system to {un}n∈NJ is defined by

ϑ∗n =
1

δ

∣∣∣∣∣∣∣∣
ϑn ϑn1 . . . ϑnm
βn1 βn11 . . . βnm1

. . . . . . . . . . . .
βnm βn1m . . . βnmm

∣∣∣∣∣∣∣∣ .
For δ = 0 the system {un}n∈NJ is not complete and is not minimal in X.

More details on these and other results can be found in [6, 17, 18, 11, 7].
Let X be a Banach space and {ukn}k=1,m;n∈N be some system in X. Let

a
(n)
ik , i, k = 1,m , n ∈ N, be some complex number. Let

An =
(
a

(n)
ik

)
i,k=1,m

and ∆n = detAn, n ∈ N.

Let us consider the following system in space X

ûkn =

m∑
i=1

a
(n)
ik uin, k = 1,m;n ∈ N.

Theorem 2.4. [10] If the system {ukn}k=1,m;n∈N forms a basis for X and

∆n 6= 0, ∀n ∈ N,
then the system {ûkn}k=1,m;n∈N forms a basis with parentheses for X. If in
addition the conditions

sup {
n
‖An‖ ,

∥∥A−1
n

∥∥ } <∞, sup
n
{‖ukn‖ , ‖ϑkn‖} <∞,

holds, where {ϑkn}k=1,m;n∈N ⊂ X∗ is a biorthogonal system to {ukn}k=1,m;n∈N ,

then the system {ûkn}k=1,m;n∈N forms a usual basis for X.

We also need some statements concerning the basicity of trigonometric systems
in weighted Lebesgue spaces. Let

ρ (t) =

m∏
k=1

|t− tk|αk , {tk}m1 ⊂ [0, 1] , ti 6= tj , i 6= j, (2.6)

be a weight function. Consider a weighted space Lp,ρ (0, 1) with a norm

‖f‖p,ρ =

(∫ 1

0
|f(t)ρ(t)|p dt

) 1
p

.

The following statement is true.

Statement 2.2. Let the weight ρ (·) satisfy the condition (Muckenhoupt condition)

−1

p
< αk <

1

q
, k = 1,m, (2.7)

where 1
p+ 1

q = 1. Then the system of sines {sinπnt}n∈N and cosines {cosπnt}n∈Z+

form a basis for Lp,ρ (0, 1) , 1 < p < +∞.
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This statement follows directly from the corresponding results concerning the
system of exponents (see e.g. [21])

Let the condition (2.7) hold and p1 ∈ (1,+∞)− be some number and 1
p1

+ 1
p′1

=

1. We have∫ 1

0
|f |r dt =

∫ 1

0
|fρ|r ρ−rdt ≤

(∫ 1

0
|fρ|rp1 dt

) 1
p1
(∫ 1

0
ρ−rp

′
1dt

) 1
p′1
.

Take

p1 =
p

r
, 1 < r < p ⇒ 1

p′1
= 1− 1

p1
= 1− r

p
=
p− r
p
⇒ p′1 =

p

p− r
.

Consequently ∫ 1

0
|f |r dt ≤

(∫ 1

0
|fρ|p dt

) r
p

(I(ρ))
1
p′1 ,

where

I(ρ) =

∫ 1

0
ρ
− rp
p−r dt.

Thus, it is clear that if I(ρ) < +∞, then f ∈ Lr(0, 1). So, if

− rp

p− r
αk > −1, k = 1,m,

Then I(ρ) < +∞. We have

αk <
p− r
rp

=
1

r
− 1

p
<

1

q
.

Since, 1
r −

1
p →

1
q , as r → 1 + 0, then it follows from the conditions (2.7) that

∃r0 ∈ (1,+∞):

αk <
1

r
− 1

p
, k = 1,m,∀r ∈ (1, r0).

So, we have

Statement 2.3. Suppose that conditions (2.7) hold. Then ∃r0 ∈ (1,+∞): Lp,ρ(0, 1) ⊂
Lr(0, 1), ∀r ∈ (1, r0).

Let f ∈ Lp,ρ(0, 1), 1 < p < +∞, and ρ(·) satisfy the condition (2.7). Then, as
it follows from the Statement 2.3, ∃r ∈ (1, 2) : f ∈ Lr(0, 1). From the Hausdorff-
Young theorem (∑

|fn|r
′
) 1
r′ ≤ C ‖f‖r ≤ C ‖f‖p,ρ ,

where 1
r′ + 1

r = 1, C is a constant (may be different in different inequalities).
As a result, we get that the system of sines (and cosines also) is r′-Besselian in
Lp,ρ(0, 1). Let the system {gn}n∈N ⊂ Lp,ρ(0, 1) be r-close to the system {fn}, i.e.∑

‖fn − gn‖rp,ρ < +∞,

where fn(t) = sinπnt (or fn(t) = cosπnt). Then it follows from Theorem 2.2
that the following statement holds.
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Statement 2.4. Suppose that for r ∈ (1, 2) there is a continuous embedding
Lp,ρ(0, 1) ⊂ Lr(0, 1) and the system {gn} is r-close to the system {fn} in Lp,ρ(0, 1)
(where fn(t) = sinπnt, or fn(t) = cosπnt). Then the following properties of the
system {gn} are equivalent in Lp,ρ(0, 1):

1) {gn} is complete;
2) {gn} is minimal;
3) {gn} forms an isomorphic basis to {fn} .

3. Main results

In this section we consider the question of the basicity of the system of eigen-
vectors of the operator L and eigenfunctions of the problem (1.1)-(1.2) in the
spaces Lp,ρ (0, 1)⊕ C and Lp,ρ (0, 1) . The following theorem holds

Theorem 3.1. Let the weight function ρ (x) defined by (2.6) satisfy condition
(2.7). Then the system of eigen and associated vectors of the operator L forms a
bases for space Lp,ρ (0, 1)⊕ C, 1 < p <∞ .

Proof. According to Lemma 2.1 the operator L which linearized the problem
(1.1)-(1.2) in the space Lp (0, 1) ⊕ C is densely defined operator with compact
resolvent. The system {ûn}∞n=0 of eigen and associated vectors of operator L is
minimal in the space Lp (0, 1)⊕C (see [2, p.40], [16, pp. 380-385, 401-402]) and
its conjugate system {ẑn}∞n=0 is the system of eigenvectors of the adjoint operator
L∗ and it is of the form

ẑn =

(
zn, M̄zn

(
1

3

))
, n = 0, 1, ..., (3.1)

Here zn (x) , n = 0, 1, ... , are the eigenfunctions of adjoint spectral problem

z′′ (x) + λz (x) = 0, x ∈
(

0,
1

3

)
∪
(

1

3
, 1

)
, (3.2)

z (0) = z (1) = 0; z

(
1

3
− 0

)
= z

(
1

3
+ 0

)
;

z′
(

1

3
− 0

)
− z′

(
1

3
+ 0

)
= λM̄z

(
1

3

)
. (3.3)

Carrying out similar arguments for the problem (3.2), (3.3) we obtain that for
ϑn (x) , n = 0, 1, .., the following formulas are valid

z1,n(x) = 2 sin 3πnx , x ∈ [0, 1] , n = 1, 2, ..., (3.4)

z2,n(x) =

{
c2,n

(
sin 3πn

2

(
x− 1

3

)
+ sin 3πn

2

(
x+ 1

3

))
+O

(
1
n

)
, x ∈

[
0, 1

3

]
,

c2,n sin 3πn
2 (1− x) +O

(
1
n

)
, x ∈

[
1
3 , 1

]
, n = 0, 1, 2, ...,

(3.5)
where c2,n are the normalization numbers and for which the asymptotic relation

c2,n =
2 + (−1)n

3
+O

(
1

n

)
,
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holds. Denote

u1,n (x) = sin 3πnx, x ∈ [0, 1] , n = 1, 2, ...,

u2,n (x) =

{
2 (−1)n sin 3πnx, x ∈

[
0, 1

3

]
,

sin 3πnx, x ∈
[

1
3 , 1

]
,

u3,n (x) =

{
0, x ∈

[
0, 1

3

]
,

− cos 3π
(
n− 1

2

)
x, x ∈

[
1
3 , 1

]
.

(3.6)

From the asymptotic formulas (2.1) - (2.3) it follows that

y1,n (x) = u1,n (x) +O
(

1
n

)
,

y2,2n (x) = u2,n (x) +O
(

1
n

)
,

y2,2n−1 (x) = u3,n (x) +O
(

1
n

)
.

 (3.7)

It is not difficult to see that the system (3.6) is obtained from the system
{ei,n}i=̄1,3;n∈N by means of a transformation carried out by the matrix

An =

 1 1 0
2 (−1)n 1 0

0 0 1

 ,

where

e1,n (x) =

{
sin 3πnx, x ∈

[
0, 1

3

]
,

0, x ∈
[

1
3 , 1

]
,

e2,n (x) =

{
0, x ∈

[
0, 1

3

]
,

sin 3πnx, x ∈
[

1
3 , 1

]
,

e3,n (x) =

{
0, x ∈

[
0, 1

3

]
,

− cos 3π
(
n− 1

2

)
x, x ∈

[
1
3 , 1

]
.

Here the transformation is understood in the sense of

ui,n =

3∑
j=1

a
(n)
ij ej,n,

where a
(n)
ij are the elements of the matrix An. Note that for every n ∈ N

detAn = 1− 2 (−1)n 6= 0.

Consider the system {û0} ∪ {ûi,n}i=1,3;n∈N in space Lp,ρ (0, 1)⊕ C, where

û0 = (0; 1) , ûi,n = (ui,n; 0) , i = 1, 3; n ∈ N.

By virtue of the decomposition

Lp,ρ (0, 1) = Lp,ρ

(
0,

1

3

)
⊕ Lp,ρ

(
1

3
, 1

)
,

(which is easy to set in a standard way), and also due to the fact that the
trigonometric systems {sin 3πnx}n∈N and {sin 3πnx; cos 3π (n− 1/2)x}n∈N are
a bases in spaces Lp,ρ (0; 1/3) and Lp,ρ (1/3; 1) consequently (see. the State-
ment 2.2), Theorem 2.4 implies that the system {ui,n}i=1,3;n∈N forms a bases for

Lp,ρ (0, 1),1 < p <∞ . Then it is obvious that the system {û0} ∪ {ûi,n}i=1,3;n∈N
will form a basis for Lp,ρ (0, 1) ⊕ C. Let us show that it forms a r-basis for this
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space for some r > 1. It is easy to verify that the system biorthogonal to it

{ϑ̂0} ∪
{
ϑ̂i,n

}
i=1,3;n∈N

has the form

ϑ̂0 = (0; 1) , ϑ̂i,n = (ϑi,n; 0) , i = 1, 3; n ∈ N,
where

ϑ1,n (x) =

{
6

1−2(−1n) sin 3πnx, x ∈
[
0, 1

3

]
,

− 6(−1)n

1−2(−1)n
sin 3πnx, x ∈

[
1
3 , 1

]
,

ϑ2,n (x) =

{
−6

1−2(−1n) sin 3πnx, x ∈
[
0, 1

3

]
,

3
1−2(−1)n

sin 3πnx, x ∈
[

1
3 , 1

]
,

ϑ3,n (x) =

{
0, x ∈

[
0, 1

3

]
,

−3 cos 3π
(
n− 1

2

)
x, x ∈

[
1
3 , 1

]
.

Let 1 < p ≤ 2. Then, by Statement 2.3, there exists r : 1 < r < 2, such that
Lp,ρ (0, 1) ⊂ Lr (0, 1). Then, by the Hausdorff-Young inequality, for a trigono-
metric system (see, for example, [10] ) for all f ∈ Lr (0, 1) the inequality(

3∑
i=1

∞∑
n=1

|< f, ei,n >|r
′

) 1
r′

≤ ‖f‖Lr ,

holds, where 1
r′ + 1

r = 1, and > 0 is some constant independent of f . Tak-
ing into account that the system {ϑi,n}i=1,3;n∈N is obtained from the system

{ei,n}i=1,3;n∈N by transforming

ui,n =

3∑
j=1

b
(n)
ij ej,n,

where b
(n)
ij are elements of the matrix (A−1

n )∗ and for which the condition

sup
n

{∥∥∥(A−1
n

)∗∥∥∥} < +∞,

holds, we obtain that for all f̂ ∈ Lr (0, 1) ⊕ C the following inequality is also
fulfilled (

3∑
i=1

∞∑
n=1

∣∣∣〈f̂ , ϑ̂i,n〉∣∣∣r′)
1
r′

≤
∥∥∥f̂∥∥∥

Lr⊕C
.

Then taking into account the embedding Lp,ρ (0, 1) ⊂ Lr (0, 1) we obtain that for

all f̂ ∈ Lp,ρ (0, 1)⊕ C the inequality(
3∑
i=1

∞∑
n=1

∣∣∣〈f̂ , ϑ̂i,n〉∣∣∣r′)
1
r′

≤
∥∥∥f̂∥∥∥

Lp,ρ⊕C
,

holds, i.e. the system {ûi,n}i=1,3;n∈N forms a r′−basis for Lp,ρ (0, 1)⊕ C. Let us

denote

ŷ1,n =

(
y1,n (x) ; My1,n

(
1

3

))
,

ŷ2,n =

(
y2,2n (x) ; My2,2n

(
1

3

))
,
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ŷ3,n =

(
y2,2n−1 (x) ;My2,2n−1

(
1

3

))
, n ∈ N.

Then it follows from the asymptotic formulas (3.7) that the systems {ŷi,n}i=1,3;n∈N
and {ûi,n}i=1,3;n∈N are r-close, i.e.

3∑
i=1

∞∑
n=1

‖ŷi,n − ûi,n‖rLp,ρ⊕C <∞.

On the other hand, by Theorem 2.4 the system {û0} ∪ {ûi,n}i=1,3;n∈N forms a

bases for the space Lr (0, 1)⊕C, therefore, it is minimal in this space and in view
of the embedding

(Lr′ (0, 1)⊕ C) ⊂ (Lq,ρ (0, 1)⊕ C) ,

we find that it is minimal in Lq,ρ (0, 1)⊕C. Thus, all the conditions of Statement
2.4 hold and therefore the system {ŷ0}∪{ŷi,n}∞i=1,3;n∈N forms an equivalent basis

to the system {û0} ∪ {ûi,n}i=1,3;n∈N for space Lp,ρ (0, 1)⊕ C.

Now, let p > 2 and f̂ ∈ Lp,ρ (0, 1) ⊕ C be an arbitrary element. Then f̂ ∈
Lq,ρ (0, 1) ⊕ C and by Statement 2.3 there exists r, 1 < r < 2 , such that f̂ ∈
Lr (0, 1)⊕C and by Hausdorff-Young inequality and by virtue of the embeddings

Lp,ρ (0, 1) ⊂ Lq,ρ (0, 1) , lr ⊂ lr′ ,
we obtain the following inequality(

3∑
i=1

∞∑
n=1

∣∣∣〈f̂ , ϑ̂i,n〉∣∣∣r′)
1
r′

≤
∥∥∥f̂∥∥∥

Lr⊕C
≤
∥∥∥f̂∥∥∥

Lq,ρ⊕C
≤ C

∥∥∥f̂∥∥∥
Lp,ρ⊕C

.

This means that the system {û0} ∪ {ûi,n}i=1,3;n∈N is a r′-bases in Lp,ρ (0, 1)⊕C.

Moreover
3∑
i=1

∞∑
n=1

‖ŷi,n − ûi,n‖rLp,ρ <∞,

and the system {ŷ0} ∪ {ŷi,n}∞i=1,3;n∈N is minimal in Lp,ρ (0, 1) ⊕ C, then again

applying Theorem 2.2, we find that it forms a basis for the space Lp,ρ (0, 1)⊕ C
isomorphic to the system {û0} ∪ {ûi,n}i=1,3;n∈N . This completes the proof. �

Now, let us consider the basicity of the system {y0} ∪ {yi,n}∞i=1,2; n∈N with a

remote function in space Lp,ρ (0, 1) .

Theorem 3.2. If from the system of eigen and associated functions of problem
(1.1)-(1.2) {y0}∪{yi,n}∞i=1,2; n∈N we eliminate any function y2,n0 (x), correspond-

ing to a simple eigenvalue, then the obtaining system forms a basis for Lp,ρ (0, 1),
1 < p <∞. And if we eliminate any function y1,n0 (x) from this system, then the
obtaining system does not form a basis in Lp,ρ (0, 1); moreover, in this case the
obtained system is not complete and is not minimal in this space.

Proof. From formulas (3.4), (3.5) for the eigenfunctions {z0}∪
{zi,n}∞i=1,2; n∈N of the adjoint problem it follows that z1,n

(
1
3

)
= 0 for any n ∈ N

and z2,n

(
1
3

)
6= 0 for any eigenfunction corresponding to a simple eigenvalue λ̄2,n =

ρ̄2
2,n. On the other hand, the eigenvectors of the adjoint operator are defined by
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(3.1). Applying Theorem 2.2 to the system, we notice that δ = M̄z1,n

(
1
3

)
= 0 for

any n ∈ N and δ = M̄z2,n

(
1
3

)
6= 0 for any eigenfunction corresponding to a sim-

ple eigenvalue, and the statements of the theorem follow from the corresponding
statements of Theorem 2.3. �

Remark 3.1. For M > 0, the linearizing operator L of the problem (1.1)-(1.2) is a
self-adjoint operator in L2⊕C and in this case all eigenvalues are real and simple,
and to each eigenvalue there corresponds only one eigenvector. If M < 0, then the
operator L is J self-adjoint operator in L2⊕C and hence, applying the results of
[4, 5], we get that either (i) all eigenvalues of the problem are simple; in that case it
may have just two non-real, mutually conjugate eigenvalues; or (ii) all eigenvalues
of the problem are real; in that case it may have at most one multiple eigenvalue.
In the case of a complex value M the operator L has an infinite number of complex
eigenvalues that are asymptotically simple and, consequently, the operator L can
have a finite number of associated vectors. If there are associated vectors, they
are determined up to a linear combination with the corresponding eigenvector,
and in this case there always exists an associated vector for which z2,n

(
1
3

)
= 0,

as well as an associated vector for which z2,n

(
1
3

)
6= 0.
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