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ON THE COMPLETENESS OF EIGEN AND ASSOCIATED

VECTORS OF A CLASS OF THIRD ORDER QUASI-ELLIPTIC

OPERATOR PENCILS

SABIR S. MIRZOYEV AND AYDAN T. GAZILOVA

Abstract. In the paper we find sufficient conditions on the coefficients
of a class of third order quasi-elliptic operator pencils providing the
completeness of the part of eigen and associated vectors in a separable
Hilbert space. The completeness of the system of decreasing elementary
solutions of the corresponding homogeneous equation in the space of
solutions of this equation is proved. All these conditions are expressed
by the coefficients of the operator pencil.

1. Introduction

In separable Hilbert space H we consider the operator pencil

P (λ) = (λE −A)2(λE +A) + λ2A1 + λA2, (1.1)

where λ is a spectral parameter, E is a unit operator in H, the operator coeffi-
cients of the operator pencil (1.1) satisfy the following conditions:

(1) A is a self-adjoint positive-definite operator in H;
(2) The linear operators B1 = A1A

−1, B2 = A2A
−2 are bounded operators

in H.

Note that in the sequel we will denote P0(λ) = (λE − A)2(λE + A), P1(λ) =
= λ2A1+λA2 , P (λ) = P0(λ)+P1(λ) and P ∗(λ) = (λE−A)2(λE+A)+λA∗

1+λA∗
2

i.e. P ∗(λ) = P ∗(λ).
Note that

P (λ) = λ3E − λ2A− λA2 +A3 + λ2A1 + λA2 = (E + L(λ))A3,

where

L(λ) = λ(B2 − E)A−1 + λ2(B1 − E)A−2 + λ3A−3.

If A−1 is a completely continuous operator in H, then L(λ) will be an operator-
valued function with completely continuous coefficients. Considering that L(0) =
0, E+L(λ) is invertible at the point λ = 0. Then from the M.V. Keldysh lemma
[9] the operator-function E + L(λ) has a discrete spectrum with a unique limit
point at infinity.
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Note that at the points E+L(λ0) is not invertible, λ0 will be an eigen-value of
the operator pencil E +L(λ). Since P (λ) = (E +L(λ))A3, then the pencil P (λ)
also possesses this property.

Note that if at the point λ0 the operator pencil is not invertible, then in the
vicinity of the point λ0 the resolvent P−1(λ) is of the form

P−1(λ) =
Q0

(λ− λ0)m+1
+

Q1

(λ− λ0)m0
+ ...+

Qm

λ− λ0
+Q(λ), (1.2)

where Q(λ) is a holomorphic operator-function in the vicinity of the point λ0

where Q0, Q1, ..., Qm are finite dimensional operators.
Denote by Hγ(γ ≥ 0) Hilbert space whose domain of definition is D(Aγ) with

scalar product (x, y)γ = (Aγ , Aγy), x, y ∈ D(Aγ). For γ = 0 we will consider
(x, y)0 = (x, y) and H0 = H.

Definition 1.1. If x0 ∈ H3 is a nonzero vector and satisfies the equation
P (λ0)x0 = 0, then λ0 is said to be an eigen-value of the operator pencil P (λ).

If the vectors x0, x1, ..., xm satisfy the equation (x0 ̸= 0)

P (λ0)x0 = 0

P (λ0)x1 +
d
dλP (λ)

∣∣
λ=λ0

x0 = 0

........................................................................................................................

P (λ0)xm + 1
1!

dP (λ)
dλ

∣∣∣
λ=λ0

xm−1 +
1
2!

d2P (λ)
dλ2

∣∣∣
λ=λ0

xm−2 +
1
3!

d3P (λ)
dλ3

∣∣∣
λ=λ0

xm−3 = 0

(1.3)
then x0, x1, ..., xm is said to be the system of eigen and associated vectors of the
pencil P (λ) responding to the eigen value λ0.

Note that the eigen-value λ0 can respond to several finite number systems of
eigen and associated vectors.

Expanding P (λ) in the vicinity of the point λ0 in powers (λ− λ0) we see that
for any x ̸= 0 the system Q0x,Q1x, ...., Qmx are eigen and associated vectors
P (λ) responding to the eigen-value λ0.

Denote by K(Π−) all the systems of eigen and associated vectors responding
to eigen-values from the left hand side of the halfplane

Π− = {λ : Reλ < 0} .

Note that various theorems on the completeness of all systems and their parts
have been studied for example in [2],[5-7],[9], [11-14].

Third order operator pencils with a multiple characteristics of the principle
part of third order

P̃ (λ) = (λE +A)2(λE −A) + λ2A1 + λA2 (1.4)

and appropriate boundary value problem have been studied in [1-4].
Denote by L2(R+;H) a Hilbert space of vector-functions determined in

R+ = (0,∞) always everywhere with the values in H with the norm

∥f∥L2(R+;H) =

(∫ ∞

0
∥f(t)∥2 dt

)1/2

< +∞
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Following [10] we denote

W 3
2 (R+;H) =

{
u : u(3) ∈ L2(R+;H), A3u ∈ L2(R+;H)

}
(1.5)

with the norm

∥u∥W 3
2 (R+;H) =

(∥∥∥u(3)∥∥∥2
L2(R+;H)

+
∥∥A3u

∥∥2
L2(R+;H)

)1/2

It follows from the trace theorem [10] that

W 3
2 (R+;H; 0) =

{
u : u ∈ W 3

2 (R+;H), u(0) = 0
}

(1.6)

and

0
W

3

2(R+;H) =
{
u : u ∈ W 3

2 (R+;H), u(0) = u′(0) = u
′′
(0) = 0

}
(1.7)

are complete subspaces of space W 3
2 (R+;H).

Note that for φ ∈ H5/2 and e−tA φ ∈ W 3
2 (R+;H) we have the inequalities∥∥A3e−tAφ

∥∥
L2(R+;H)

≤ 1√
2
∥φ∥5/2 (1.8)

and ∥∥e−tAφ
∥∥
W 3

2 (R+;H)
≤ ∥φ∥5/2 (1.9)

Indeed, from the spectral expansion, assuming y = A5/2φ ∈ H∥∥A3e−tAφ
∥∥2
L2(R+;H)

=

∞∫
0

(
A3e−tAφ,A3e−tAφ

)
dt =

∞∫
0

(
A(e−tAy, e−tAy

)
dt ≤

≤
∞∫
0

 ∞∫
µ0

µe−2tµdt

 d (Eµy, y) =

∞∫
µ0

µd(Eµy, y)

 ∞∫
0

e−2tµdt

 =

=
1

2

∞∫
µ0

(dEµy, y) =
1

2
∥y∥2 = 1

2
∥φ∥25/2 .

Hence it follows that
∥∥e−tAφ

∥∥2
W 3

2 (R+;H)
= 2

∥∥A3e−tAφ
∥∥2
L2(R+;H)

≤ ∥φ∥25/2 .
Note that for R = (−∞,∞) the spaces L2(R+;H) and W 3

2 (R+;H) are deter-
mined in the same way.

We will use some facts from the book [10].
10. Theorem on intermediate derivatives.
If u ∈ W 3

2 (R+;H), then A3−ju(j) ∈ L2(R+;H) and∥∥∥A3−ju(j)
∥∥∥
L2(R+;H)

≤ const ∥u∥W 3
2 (R+;H) , j = 1, 2 (1.10)

20. The trace theorem
If u ∈ W 3

2 (R+;H), then u(j)(0) ∈ H3−j−1/2 and∥∥∥u(j)(0)∥∥∥
H3−j−1/2

≤ const ∥u∥W 3
2 (R+;H) , j = 1, 2 (1.11)

30. The class D(R;H) of infinitely differentiable functions with values in H
with compact supports in R is everywhere dense in W 3

2 (R;H).
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Note that the principal part of the operator pencil P (λ)

P0(λ) = (λE −A)2(λE +A) (1.12)

has spectra in the right and left semi-axes, but the power is an odd number,
therefore, the pencil (1.1) is said to be a third order quasi-elliptic operator.

Since the characteristic polynomial has one root from the left half plane, we
will study boundary value problems in one condition at the point 0.

Definition 1.2. Let x0, x1, ..., xm be the system of eigen and associated vectors
responding to the eigen-value λ0, then the vector-functions

uh(t) = eλ0t

(
th

h!
x0 +

th−1

(h− 1)!
x1 + ...+ xh

)
, h = 0,m (1.13)

are called elementary solutions of P (d/dt)u(t) = 0.

For Reλ0 < 0 they are said to be decreasing elementary solutions.
The equalities P (d/dt)uh(t) = 0 are verified by using the definition of eigen

and associate vectors. Thus, for Reλ0 < 0 the elementary solutions uh(t) ∈
W 3

2 (R+;H). Let us associate the operator pencil P (λ) with the boundary value
problem

P (d/dt)u(t) =

(
d

dt
−A

)2( d

dt
+A

)
u(t) +A1

d2u(t)

dt2
+

+A2
du(t)

dt
= f(t), t ∈ R+ (1.14)

u(0) = 0. (1.15)

Definition 1.3. If for f(t) ∈ L2(R+;H) there exists a vector-function u(t) ∈
∈ W 3

2 (R+;H) satisfying the equation (1.14) almost everywhere in R+ = (0,∞),
then u(t) it is said to be a regular solution of equation (1.14)

Definition 1.4. If for any f(t) ∈ L2(R+;H) there exists regular solution u(t) of
the equation (1.14), boundary conditions (1.15) in the sense of convergence

lim
t→+0

∥u(t)∥5/2 = 0

and we have the estimations

∥u∥W 3
2 (R+;H) ≤ const ∥f∥L2(R+;H)

then problem (1.14), (1.15) is said to be regularly solvable.

2. On the norms of intermediate derivatives and regular
solvability conditions of a boundary value problem

Denote

P0u = P0(d/dt)u = (d/dt−A)2 (d/dt+A)u(t), u ∈ W 3
2 (R+;H; 0)

P1u = P1(d/dt)u = A1
d2u

dt2
+A2

du

dt
and Pu = P0u+ P1u, u ∈ W 3

2 (R+;H; 0)

acting from W 3
2 (R+H; 0) to the space L2(R+;H). The boundedness of the opera-

tors P0,P1 and P follows from conditions 1), 2) and the theorem on intermediate
derivatives [10].
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The following theorem is valid.

Theorem 2.1. The operator P0 isomorphically maps the space W 3
2 (R+H; 0) onto

the space L2(R+;H)

Proof. Let us show that the equation P0u = f has a solution for all f ∈ L2(R+;H).
Introduce the function f1(t) ∈ L2(R;H) in the following way: f1(t) = f(t), for

t ∈ R+, f1(t) = 0, for t ∈ R/R+. Obviously, ∥f1∥L2(R,H) = ∥f∥L2(R+,H) .

Consider in R the equation

P0(d/dt)v(t) = f1(t), t ∈ R = (−∞,∞).

After Fourier transformation we obtain

v̂(ξ) = P−1
0 (iξ)f̂1(ξ), ξ ∈ R

where v̂(ξ) and f̂1(ξ) are Fourier transformations of the functions v(t) and f1(t),
respectively. Obviously,∥∥A2v̂(ξ)

∥∥2
L2(R,H)

=
∥∥∥A2P−1

0 f̂1(ξ)
∥∥∥2
L2(R,H)

≤ sup
ξ∈R

∥∥A2P−1
0 (iξ)

∥∥2 ∥∥∥f̂1(ξ)∥∥∥2
L2(R,H)

From the spectral theory of self-adjoint operators we obtain∥∥A2P−1
0 (ξ)

∥∥ = sup
σ∈σ(A)

∣∣σ3(iξ − σ)−2(iξ + σ)−1
∣∣ = sup

σ∈σ(A)

∣∣∣σ3(ξ2 + σ2)−3/2
∣∣∣ ≤ 1

i.e. A2v̂(ξ) ∈ L2(R,H). It is similarly proved that (iξ)3v̂1(ξ) ∈ L2(R,H). Then
v(t) ∈ W 3

2 (R;H) and ∥v(t)∥W 3
2 (R;H) ≤ const ∥f1(t)∥L2(R;H) ≤ const ∥f∥L2(R;H) .

Denote by u0(t) contraction of the function v(t) on [0,∞).
Then u0(t) ∈ W 3

2 (R+;H) is a regular solution of (1.14) and we will look for the
solution in the form

u(t) = u0(t) + e−tAφ,

where φ ∈ H5/2 is an unknown vector. Then it follows from u(0) = 0 condition
that φ = −u0(0). Since v0(0) = u0(0) and by the theorem on traces ∥v0(0)∥5/2 ≤
const ∥v∥W 3

2 (R;H) ≤ const ∥f1∥L2(R;H) = const ∥f∥L2(R+;H) , then φ = −u0(0) ∈
H5/2. On the other hand,

∥u∥W 2
2 (R+;H) ≤ ∥u0∥W 2

2 (R+;H) +
∥∥e−tAu0(0)

∥∥
W2(R+;H)

≤ const ∥f∥L2(R+;H)

Then, by the Banach bounded inverse theorem the inverse operator P−1
0 exists

and is bounded. The theorem is proved.
□

If follows from this theorem that the norms ∥u∥W 3
2 (R;H) and ∥P0u∥L2(R;H) are

equivalent in the space W 3
2 (R+;H, 0). Then the following norms are finite

Nj(R+; 0) = sup
0̸=u∈W 3

2 (R+;H,0)

∥∥∥A3−ju(j)
∥∥∥
L2(R+;H)

∥P0u∥−1
L2(R+;H) , j = 1, 2, (2.1)

and
◦
N j(R+) = sup

0̸=u∈
◦
W

3

2(R+;H)

∥∥∥A3−ju(j)
∥∥∥
L2(R+;H)

∥P0u∥−1
L2(R+;H) , j = 1, 2,
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These norms Nj(R+; 0) are very important for finding the conditions of regular
solvability of problem (1.14), (1.15) .

Let dj =
(
j
3

)j/3 (
3−j
3

) 3−j
3

, j = 1, 2 and the parameter β ∈ (0, d−3
j ). Let us

determine the following operator pencils

Pj(λ;β;A) = P0(λ;A)P0(−λ,A)− β(iλ)2jA6−2j , j = 1, 2 (2.2)

We have

Theorem 2.2. For β ∈ (0, d−3
j ) the operator pencil Pj(λ;β;A) has no spectrum

on the imaginary axis, and Pj(λ;β;A) is represented in the form:

Pj(λ;β;A) = Fj(λ;β;A)Pj(−λ;β;A) (2.3)

where

Fj(λ;β;A) = (λE − w1(β)A) (λE − w2(β)A) (λE − w3(β)A) =

= λ3 + a2,j(β)λ
2A+ a1,jλA

2 + 1
(2.4)

where Rewk(β) < 0, k = 1, 2, 3 and a2,j(β) > 0, a1,j(β) > 0, j = 1, 2.

Proof. Let σ ∈ σ(A). Then for λ = iξ, ξ ∈ R we obtain

Pj(iξ, β;σ) = P0(iξ, σ)P0(−iξ, β)− βξ2jσ6−2j = (ξ2 + σ2)3 − βξ2jσ6−2j =

= (ξ2 + σ2)3 − βξ2jσ6−2j = (ξ2 + σ2)3
(
1− βξ2jσ6−2j(ξ2 + σ2)−3

)
>

> (ξ2 + σ2)3(1− β sup
µ≥0

µj(1 + µ)−3) =

= (ξ2 + σ2)3(1− βd3j ) > 0, j = 1, 2.

Hence it follows that Pj(iξ, β;σ) has no root on the imaginary axis.
Since Pj(λ, β;σ) = Pj(−λ, β;σ) and Pj(λ, β;σ) is a polynomial with real coef-

ficients, and if λ is a root of the polynomial Pj(λ, β;σ), then −λ and λ also are
roots of Pj(λ, β;σ). Therefore, three of the roots lie on the left half-plane and
three of them lie on the right half-plane. Then assuming

Fj(λ, β;σ) = (λE − w1,j(β)A)(λE − w2,j(β)A)(λE − w3,j(β)A)

where Rewk,j(β) < 0 (k = 1, 2, 3), we obtain

Fj(λ, β;σ) = a3,j(β)λ
3 + a2,j(β)λ

2σ + a1,j(β)λσ
2 + a0,j(β)

Note that a3,j(β) = 1, and from the Wiett theorem it follows that

a1,j(β) = −(w1(β) + w2(β) + w3(β) > 0,

a2,j(β) = w1,j(β)w2,j(β) + w1,j(β)w3,j(β) + w2,j(β)w3,j(β) > 0,

a0(β) = −w1,j(β)w2,j(β)w3,j(β) > 0,

since if wk(β) < 0, (k = 1, 2, 3) this is obvious, if one the roots is complex, then

its complex conjugate is also a root of the polynomial and again Rewk(β) < 0.
On the other and, from the equality

Pj(λ, β;σ) = Fj(λ, β;σ)Fj(λ, β;σ) (2.5)
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comparing the coefficients for the powers λ we get a20j(β) = 1, since a0,j(β) > 0,

a0,j(β) = 1, j = 1, 2. For j = 1 we have

a0,1(β) = a3,1(β) = 1, a22,1(β)− 2a1,1(β) = 3, a21,1(β)− 2a1,1(β) = 3− β (2.6)

For j = 2 we have

a0,2(β) = a3,2(β) = 1, a22,2(β)− 2a1,2(β) = 3− β, a21,2(β)− 2a2,2(β) = 3 (2.7)

In what follows, using spectral expansion of the operator A from equality (2.5) ,
we obtain the validity of formula (2.3) The theorem has been proved. □

Theorem 2.3. For any R we have the equality

∥P0u∥2L2(R+;H) − β
∥∥A3−ju(j)

∥∥2
L2(R+;H)

=

= ∥F (d/dt;βA)u∥2L2(R+;H) + (Rj(β), φ̃, φ̃)H2 , j = 1, 2
(2.8)

where φ̃ =

(
φ1

φ2

)
, φj = A−3−j−1/2u(j)(0), j = 1, 2, H2 = H ×H,

Rj(β) =

(
a1,j(β)a2,j(β)− 1 a1,j(β) + 1

a1,j(β) + 1 a2,j(β) + 1

)
, j = 1, 2

Proof. Let u ∈ W 3
2 (R+;H; 0)(u(0) = 0). Then

∥Fj(d/dt;β;A)u∥2L2(R+;H) =
∥∥u(3) + a2,j(β)Au

′′ + a1,j(β)A
2u′ +A3u

∥∥2
L2(R+;H)

=

=
∥∥u(3)∥∥2

L2(R+;H)
+ a22,j(β) ∥Au′′∥

2
L2(R+;H) + a21,j(β)

∥∥A2u
∥∥2
L2(R+;H)

+

+
∥∥A3u

∥∥2
L2(R+;H)

+ a2,j(β)2Re
(
u(3), Au′′

)
L2(R+;H)

+

+a1,j(β)2Re
(
u(3), A2u′

)
L2(R+;H)

+ 2Re(u(3), A3u)L2(R+;H)

+a2,j(β)a1,j(β)2Re(Au′′, A2u′)L2(R+;H)+

+a2,j(β)2Re(Au′′, A3u)L2(R+;H) + a1,j(β)2Re(A2u′, u(3))L2(R+;H) (2.9)

After integrating by parts we obtain

2Re
(
u(3), A2u′′

)
L2(R+;H)

= −∥φ2∥2H , 2Re
(
u(3), A2u′

)
=

= −2Re(φ2, φ1)− 2
∥∥Au′′∥∥2

L2(R+;H)
, 2Re

(
u(3), A3u

)
L2(R+;H)

=

= ∥φ1∥2H , 2Re
(
Au′′, A2u′

)
L2(R+;H)

= −∥φ1∥2

2Re
(
Au′′, A3u

)
L2(R+;H

= −2
∥∥A2u′

∥∥2
L2(R+;H)

.

Considering this equality in (2.9), we obtain

∥Fj(d/dt;β;A)u∥2L2(R+;H) =
∥∥u(3)∥∥2

L2(R+;H)
+ a22,j(β) ∥Au′′∥

2
L2(R+;H)+

+a21,j(β)
∥∥A3u′

∥∥2
L2(R+;H)

− a2,j(β) ∥φ2∥2 − 2a1,j(β)Re(φ2, φ1)−
−2a

(β)
i,j ∥Au′′∥2L2(R+;H) + ∥φ1∥2 − a1,j(β)a2,j(β) ∥φ1∥2−

−2a2,j(β)
∥∥A2u′

∥∥2
L2(R+;H)

=
∥∥u(3)∥∥2

L2(R+;H)
+
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+
∥∥A3u

∥∥2
L2(R+;H)

+ (a22,j(β)− 2a1,j(β)) ∥Au′′∥2L2(R+;H)+

+(a21,j(β)− 2a1,j(β)) ∥Au′∥2L2(R+;H) − a1,j(β)a2,j(β) ∥φ1∥2−
−a1,j(β) ∥φ2∥2 − 2a1,j(β)Re(φ2, φ1).

(2.10)

It follows from equality (2.10) that

∥φ1∥2 =
((

1 0
0 0

)(
φ1

φ2

)(
φ1

φ2

))
H2

,

2Re(φ2, φ1) =

((
0 1
1 0

)(
φ1

φ2

)(
φ1

φ2

))
H2

∥Fj(d/dt;β;A)u∥2L2(R+;H) =
∥∥∥u(3)∥∥∥2

L2(R+;H)
+
∥∥A3u

∥∥2
L2(R+;H)

+

+(a22,j(β)− 2a1,j(β))
∥∥∥Au′′

∥∥∥2
L2(R+;H)

+ (a21,j(β)− 2a2,j(β))
∥∥Au′∥∥2

L2(R+;H)

−

 a1,j(β) · a2,j(β)− 1 a1,j(β)

a1,j(β) a2,j(β)

 φ̃, φ̃


H2

.

In the same way we obtain:

∥P0u∥2L2(R+;H) =
∥∥∥u(3) −A2u

′′ −A2u′ +A3u
∥∥∥2
L2(R+;H)

=
∥∥∥u(3)∥∥∥2

L2(R+;H)
+

+3
∥∥∥Au′′

∥∥∥2
L2(R+;H)

+ 3
∥∥A2u′

∥∥2
L2(R+;H)

+

((
0 1
1 1

)(
φ1

φ2

)(
φ1

φ2

))
H2

Hence we obtain

∥Fj(d/dt;β;A)u∥2L2(R+;H) + (Rj(φ)φ̃, φ̃)H2 =

= ∥P0u∥2L2(R+;H) + (a22,j(β)− 2a1,j(β)− 3)×

×
∥∥∥Au′′′

∥∥∥2
L2(R+;H)

+ (a21,j(β)− 2a2,j(β)− 3)
∥∥Au′∥∥2

L2(R+;H)
, j = 1, 2

Taking into account equalities (2.6) and (2.7) in the last equality, we complete
the proof of the theorem. □

In [8] it is proved that

Nj(R) = sup
0̸=u∈W 3

2 (R;H)

∥∥∥A3−ju(j)
∥∥∥
L2(R;H)

∥P0(d/dt)u∥−1
L2(R;H) = d

3/2
j , j = 1, 2

Then from the density of D(R;H) in W 3
2 (R;H) it follows that there exists the

vector-function vn(t) ∈ D(R;H) with such a support in the interval [−n, n] that
vn(t) → v(t) in the norm of the space W 3

2 (R;H). Then the vector-function

un(t) = v(t− n) ∈
◦
W

3

2(R+;H) and ∥un(t)∥W 3
2 (R+;H) = ∥vn(t)∥W 3

2 (R;H) . Then for

any ε > 0 there exists n0 such that∥∥∥A3−ju(j)n0

∥∥∥
L2(R+;H)

∥∥P0un0

∥∥−1

L2(R+;H)
> d

3/2
j − ε
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On the other hand, it follows from Theorem 2.3 that for all u ∈
0
W
2
(R;H)(u(j)(0) =

0, j = 1, 2, 3)

∥P0u∥2W2(R+;H) − β
∥∥∥A3−ju(j)

∥∥∥
L2(R+;H)

≥ 0

Passing to the limit as β → d−3
j we obtain, consequently

◦
N j(R+) ≤ d

3/2
j , it follows

from
◦
N j(R+) = d

3/2
j , j = 1, 2 that

◦
W

3

2(R+;H) ⊂ W2(R+;H; 0) consequently,

Nj(R+; 0) ≥ d
3/2
j (j = 1, 2) (2.11)

Now we show that when Nj(R+; 0) = d
3/2
j (j = 1, 2).

Theorem 2.4. For Nj(R+; 0) = d
3/2
j (j = 1, 2) it is necessary and sufficient that

for all β ∈ (0, d−3
j ) the matrix Rj(β) > 0, where the matrix Rj(β) was determined

from Theorem 2.3.

Proof. Let Nj(R+; 0) = d
3/2
j . Then for any β ∈ (0, d−3

j ) for any φ̃ ∈ H2, the
Cauchy problem

Fj(d/dt;β : A)u(t) = 0, u(0) = 0, u′(0) = A−3/2φ1, u
′′(0) = A−1/2φ2

has the solution u(t) from W 3
2 (R+;H). This follows from the form of Fj(λ;β;A).

Then for any φ̃ ∈ H2 we have

(R(β)φ̃, φ̃)H2 = ∥P0u∥2L2(R+;H) − β
∥∥A3−ju(j)

∥∥
L2(R+;H)

=

= ∥P0u∥2L2(R+;H)

(
1− β

∥∥A3−ju(j)
∥∥2
L2(R+;H)

∥P0u∥−2
L2(R+;H)

)
≥

≥ ∥P0u∥2L2(R+;H) (1− βN2
j (R+; 0)) = ∥P0u∥2L2(R+;H) (1− βd3j ) > 0.

Consequently, Rj(β) > 0. On the other hand, if Rj(β) > 0, then if follows from

Theorem 2.3 that for all β ∈ (0, d−3
j ) and W 3

2 (R+;H; 0)

∥P0u∥2L2(R+;H) − β
∥∥∥A3−ju(j)

∥∥∥2
L2(R+;H)

> 0.

For β → d−3
j we have∥∥∥A3−ju(j)

∥∥∥
L2(R+;H)

· ∥P0u∥−1
L2(R+;H) ≤ d

3/2
j

i.e. Nj(R+; 0 ≤ d
3/2
j . On the other hand, it follows from inequality (2.11) that

Nj(R+; 0) ≥ d
3/2
j . Then Nj(R+; 0) = d

3/2
j . The theorem is proved. □

For Nj(R+; 0) > d
3/2
j finding Nj(R+; 0) we prove the following theorem.

Theorem 2.5. Let Nj(R+;H) > d
3/2
j , then N−2

j (R+; 0) is the least root of the

equation detRj(β) = 0 from the interval (0, d−3
j ).

Proof. Obviously, Nj(R+; 0) ∈ (0, d−3
j ). Then for β ∈ (0, N−2

j (R+; 0)), for any

φ̃ ∈ H2, the Cauchy problem

F (d/dt;β;A)u = 0, u(0) = 0, u′(0) = A−3/2φ1, u
′′(0) = A−1/2φ2
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has a unique solution u0(t) ∈ W 3
2 (R+;H; 0). This follows from the representation

of F (λ;β;A) in (2.4).
Then for any φ̃ ∈ H2, it follows from the inequality that

(R(β)φ,φ) ≥ ∥P0u∥2L2(R+;H) ((1− β ·N2
j (R+; 0)) > 0, β ∈ (0, N−2

j (R+; 0)).

Thus, the first eigenvalue λ1(β) > 0, for β ∈ (0, N−2
j ; (R+; 0)).

From the definition of Nj(R+; 0) it follows that for β > N−2
j (R+; 0) there exists

such vector-function uβ(t) ∈ W 3
2 (R+;H; 0) that

∥P0uβ∥2L2(R+;H) − β
∥∥∥A3−ju

(j)
β

∥∥∥2
L2(R+;H)

< 0.

Then it follows from Theorem 2.3 that (R(β)φ̃β, φ̃β) < 0, where φ̃β =

(
φ1,β

φ2,β

)
,

φj,β = A3−j1/2u
(j)
β (0), j = 1, 2. Thus, we obtain that the first eigenvalue of

the matrix Rj(β) for β > N−2
j (R+; 0) is negative, i.e. λ1(β) < 0 for β ∈

(N−2
j (R+; 0), d

−3
j ). Then it follows from the continuity of λ1(β) with respect

to β that λ1(N
−2
j (R+; 0)) = 0.

Consequently, detR(N−2
j (R+; 0)) = 0. Since λ1(β) > 0 for all

β ∈ (N−2
j (R+; 0), d

−3
j ), we have β0 = N−2

j (R+; 0) is the least root of the equation

detRj(β) = 0 from the interval (0, d−3
j )(j = 1, 2). The theorem is proved. □

Using Theorems 2.4 and 2.5, we can find N1(R+; 0) and N2(R+; 0) . We have

Theorem 2.6. The norm N1(R+; 0) =
(√

5−1
8

)1/2
.

Proof. To find N1(R+; 0), we will solve the system of equations:
(a1(β)a21(β)− 1)(a21(β) + 1) = (a1,j(β) + 1)2

a21,1(β)− 2a2,1(β) = 3− β
a22,1(β)− 2a1,1(β) = 3

For simplicity we omit the argument β and the second index

a1a
2
2 − a2 + a1a2 − 1 = a21 + 2a1 + 1 ⇒ a1(2a1 + 3)− a2 + a1a2 − 1 =

= a21 + 2a1 + 1 ⇒ a21 + a1 − a2 + a1a2 − 2 = 0 ⇒ (a1 − 1)(a1 + a2 + 2) = 0.

Since a1 + a2 + 2 > 0, a1 = 1. Then a2 =
√
5. Consequently from the equation

1− 2
√
5 = 3− β it follows that β = 2(

√
5 + 1) ∈

(
0, 274

)
i.e.β0 = 2

(√
5 + 1

)
and

N1(R+; 0) = β
−1/2
0 =

(√
5−1
8

)1/2
. □

Theorem 2.7. The norm N2(R+; 0) = β
−1/2
0 , where β0 is a positive root of the

equation

4β3 − 11β − 20β − 16 = 0.

Proof. We must solve the system (a1a2 − 1)(a2 + 1) = (a1 + 1)2

a21 − 2a2 = 3
a22 − 2a1 = 3− β
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From the equality (a1a2 − 1)(a2 + 1) = (a1 + 1)2 ⇒ (a1a
2
2 − a2 + a1a2 − 1) =

= (a1 + 1)2 ⇒ a1(2a1 + 3− β)− a2 − a1a2 − 1 = a21 + 2a1 + 1 ⇒

⇒ a21 + a1 − βa1 − a2 + a1a2 = 0 ⇒ 1 + a1 + a2 + a1a2 − βa1 = 0

i.e.

1 + a1 + a2 + a1a2 = βa1 (2.12)

Multiplying the equality by the number a1, we obtain

a1 + a21 + a1a2 + a21a2 = βa21 ⇒ a1 + 2a2 + 3 + a1a2 + a2(2a2 + 3) =
= β(2a2 + 3) ⇒ (1 + a1 + a2 + a1a2) + (a2 + 2 + 2a22 + 3a2) =
= 2βa2 + 3β ⇒ βa1 + 4a2 + 4a1 + 8− 2β = 2βa2 + 3β

and finally

(4 + β)a1 + (4− 2β)a2 = 5β − 8 (2.13)

Then, considering a21 − 1 = 2(a2 + 1), we obtain the equality

(a1a2 − 1)(a1 − 1) = 2(a1 + 1) ⇒ a21a2 − a1 + 1− a1a2 = 2a1 + 2 ⇒
⇒ (2a2 + 3)a2 − a1 − a1a2 − 1 = 2a1 ⇒ 2a22 + 4a2−
−(a2 + a1 + a1a2 + 1) = 2a1 ⇒
⇒ 4a1 + 6− 2β + 4a2 − βa1 = 2a1

i.e.

(2− β)a1 + 4a2 = 2β − 6 (2.14)

From the equations (2.13), and (2.14) we obtain

a1 =
2β2 − 4

4 + 6β − β2
(2.15)

It follows from equation (2.14) that

2a21 + (2− β)a1 = 2β

Considering in this equation the value a1 from (2.15) with respect to β we obtain
an equation with respect to β. After simple calculations we obtain the equation

4β3 − 11β2 − 20β − 16 = 0

By the Descartes theorem this equation has a unique real root β0 from the interval(
0, 274

)
and N2(R+; 0) = β

−1/2
0 . The theorem is proved. □

We now prove a theorem on regular solvability of problem (1.14),(1.15)

Theorem 2.8. Let conditions 1), 2) be fulfilled, and the condition

q = N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥ < 1

be fulfilled, where the numbers N1(R+; 0) and N2(R+; 0) were determined from
Theorem 2.6 and 2.7. Then the problem (1.14),(1.15) is regularly solvable.

Proof. We write problem (1.14),(1.15) in the operator form

Pu ≡ P0u+ P1u = f,



14 SABIR S. MIRZOYEV AND AYDAN T. GAZILOVA

where f ∈ L2(R+; 0), f ∈ W 3
2 (R+; 0). After replacing P0u = ω we obtain the

equation (E +P1P−1
0 )ω = f. We now estimate the norm of the operator P1P

−1
0 .

We can write that∥∥P1P−1
0 u

∥∥
L2(R+;H)

= ∥P1u∥L2(R+;H) ≤ ∥B1∥ ∥Au′′∥L2(R+;H)+

+ ∥B2∥ ∥Au′∥L2(R+;H) ≤ (N2 ∥B1∥ |+N1 ∥B2∥) ∥P0u∥L2(R+;H) =

= (N2 ∥B1∥ |+N1 ∥B2∥) ∥ω∥L2(R+;H) = q ∥ω∥L2(R+;H) , (q < 1).

Consequently, subject to the theorem, the operator E +P1P−1
0 is invertible in

L2(R+; 0) . Hence we obtain

∥u∥W 2
2 (R+;H) ≤ const ∥f∥L2(R+;H)

The theorem is proved □

3. Theorem on the completeness of the system K(Π−) and the
system of decreasing elementary solutions of homogeneous

equation

In [6], M.G. Gasymov shows that for studying the completeness of the system
K(Π−) it suffices to prove the existence of regular solutions of the problem

P (d/dt)u(t) = 0 t ∈ R+ = (0,∞) (3.1)

u(0) = φ, φ ∈ H5/2 (3.2)

and some analytic properties of the resolvent P−1(λ).

Definition 3.1. If for any φ ∈ H5/2 there exists a regular solution of equation
(3.1), satisfying the boundary condition in the sense

lim
t→+0

∥u(t)− φ∥5/2 = 0

and

∥u∥W 2
2 (R+;H) ≤ const ∥φ∥5/2 ,

then the problem (3.1) and (3.2) is said to be regularly solvable.
We have

Theorem 3.1. Let all the conditions of Theorem 2.8 be fulfilled. Then the prob-
lem (3.1), (3,2) is regularly solvable.

Proof. We make substitution u(t) = v(t) + e−tAφ, where v(t) ∈ W 3
2 (R+;H; 0)

and φ ∈ H5/2. Then the problem (3.1),(3.2) can be written in the following form:

P (d/dt)v(t) = g(t) t ∈ R+ (3.3)

v(0) = 0 (3.4)

where g(t) ∈ L2(R+;H). Indeed g(t) = −A1A
2e−tAφ+A2Ae

−tAφ and considering
(1.8) we have:

∥g(t)∥L2(R+;H) =
∥∥A1A

2e−tAφ
∥∥
L2(R+;H)

+
∥∥A2Ae

−tAφ
∥∥
L2(R+;H)

≤

≤ ∥B1∥
∥∥A3e−tAφ

∥∥
L2(R+;H)

+ ∥B2∥
∥∥A3e−tAφ

∥∥
L2(R+;H)

≤ const ∥φ∥5/2
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Then problem (3.3), (3.4) subject to the conditions of the theorem has a regular
solution, and

lim
t→+0

∥v(t)∥3/2 = lim
t→+0

∥u(t)− φ∥5/2 = 0

the following estimation holds

∥v(t)∥W 2
2 (R+;H) ≤ const ∥g(t)∥L2(R+;H) ≤ const ∥φ∥5/2

Using the inequality (1.9) we obtain:

∥u∥W 2
2 (R+;H) ≤ ∥v∥W 2

2 (R+;H) +
∥∥e−tAφ

∥∥
W 2

2 (R+;H)
≤ const ∥φ∥5/2

The theorem is proved □

We now study some properties of the resolvent P−1(λ).
Let T be some completely continuous operator in H. The eigenvalue of the

operator |T | = (T ∗T )1/2 is called s− numbers of the operator T . We will consider

s1 ≥ s2 ≥ ... ≥ sn ≥ ....

If for ρ > 0,
∞∑
k=1

sρk < ∞,

then we say that T ∈ σρ(H). For T ∈ σρ(H) the operators BT and TB ∈ σρ(H),
for any bounded operator B. If A = A∗ ≥ µ0E,µ0 > 0, and A−1 is a completely
continuous operator, and λ1 ≤ λ2 ≤ ... ≤ λk ≤ ... are eigenvalues of the operator
A, then we say that

∞∑
k=1

λ−ρ
k < ∞

Note that if uh(t) is an elementary solution of the homogeneous equation, then
uh(0) = xh.

We have

Lemma 3.1. Let conditions 1), 2) be fulfilled. Then for any α ∈ (0, π/4] subject
to the inequality

∥B1∥+ ∥B2∥ <
√
2d−3/2 sin

α

2
,

where d = d1 = d2 =
(

4
27

)1/2
, on the rays Γπ±α =

{
λ : λ = rei(π±α), r > 0

}
there

exists a resolvent P−1(λ) and for large |λ| we have the estimations∥∥P−1(λ)
∥∥ ≤ const |λ|−3 .

Proof. Let λ ∈ Γπ±α. Then from the representation P (λ) = (E+P1(λ)P
−1
0 (λ))P0(λ)

for the invertibility of P (λ), we estimate the norms
∥∥P1(λ)P

−1
0 (λ)

∥∥ on the rays
Γπ±α . Obviously,∥∥P1(λ)P

−1
0 (λ)

∥∥ ≤ ∥B1∥
∥∥λ2AP−1

0 (λ)
∥∥+ ∥B2∥

∥∥λ2A2P−1
0 (λ)

∥∥
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On the rays Γπ±α from the spectral expansion of A we obtain:∥∥λ2AP−1
0 (λ)

∥∥ = sup
σ∈σ(A)

∣∣r2σ(rei(π±α) − σ)−2(rei(π±α) − σ)−1
∣∣ =

= sup
σ∈σ(A)

∣∣r2σ(r2 + σ2 + 2rσ cosα)−1(r2 + σ2 − 2rσ cosα)−1/2
∣∣ ≤

≤ sup
σ∈σ(A)

∣∣r2σ(r2 + σ2)−3/22−1/2 sin−1 α
2

∣∣ ≤ d3/22−1/2 sin−1 α
2 .

In a similar way we obtain∥∥λA2P−1
0 (λ)

∥∥ ≤ d3/22−1/2 sin−1 α

2
.

Then for λ ∈ Γπ±α and subject to the condition of the theorem∥∥P1(λ)P
−1
0 (λ)

∥∥ ≤ d3/22−1/2 sin−1 α

2
(∥B1∥+ ∥B2∥) < 1.

Subject to the condition of the theorem, we obtain
∥∥P1(λ)P

−1
0 (λ)

∥∥ < 1

for λ ∈ Γπ±α therefore P−1(λ) exists and for large |λ| we have the estimations∥∥P−1(λ)
∥∥ ≤ const

∥∥P−1
0 (λ)

∥∥ ≤ const |λ|−3 .

□

The following corollary holds.

Corollary 3.1. If conditions 1), 2) are fulfilled and the inequality

N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥ <
√
2 sin

α

2

holds then P−1(λ)exists on all the rays and for large λ ∈ Γπ±α we have the

estimations
∥∥P−1(λ)

∥∥ ≤ const |λ|−3 .

Here the numbers N1(R+; 0) and N2(R+; 0) were determined from Theorems
2.6 and 2.7.

Proof. Since, N2(R+; 0) > d3/2 and N1(R+; 0) > d3/2, then N2(R+; 0)·d−3/2 > 1

N1(R+; 0) · d−3/2 > 1. From the condition of the corollary we obtain

∥B1∥+ ∥B2∥ < d−3/2(N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥) < d−3/2
√
2 sin

α

2
.

Therefore, by Lemma 3.1 P−1(λ) exists, and
∥∥P−1(λ)

∥∥ ≤ const |λ|−3 . The corol-
lary is proved. □

We now prove a theorem on the completeness of the system K(Π−) in space
H5/2

Theorem 3.2. Let conditions 1), 2) be fulfilled, A−1 ∈ σρ(H) (0 < ρ < ∞) and
the following inequality hold:

N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥ <

{
1 ; ρ ∈ (0, 1]√
2 sin π

4ρ ; ρ ∈ [1,∞)

Then the system K(Π−) is complete in H5/2
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Proof. Let ρ ∈ (0, 1] an opening between the angles (−i∞, 0) and (0, i∞) be equal
to π; on these rays subject to the inequality

N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥ < 1

there exists a regular solution of problem (3.1) and (3.2), and P−1(λ) is invertible
on the imaginary axis (see Corollary 3.1 for α = π

2 ) . For ρ ∈ [1,∞) on the rays
Γπ±π/2ρ subject to the condition

N2(R+; 0) ∥B1∥+N1(R+; 0) ∥B2∥ <
√
2 sin

α

4ρ
,

the solution of the problem (3.1), (3.2) u(t) exists and a resolvent also exists.
Since

P (λ) =
(
λ3A−3 + λ2(B1 − E)A−2 + λ(B2 − E)A−1 + E

)
A3

and A−1 ∈ σρ(H), A−2 ∈ σ2ρ(H),A−3 ∈ σ3ρ(H), by M. G. Gasymov’s lemma [5]
P−1(λ) is represented with respect to two entire functions at most order ρ, and
for the order ρ these functions are of minimum type. On the other hand, after
the Laplace transformation this solution u(t) can be represented in the form

u(t) =
1

2πt

∫ i∞

−i∞
P−1(λ)

2∑
ν=0

Qνu
(ν)(0)eλtdλ (3.5)

where the polynominal Qν(λ)(ν = 0, 3) has at most two orders. Using the behav-
ior of the resolvent P−1(λ) on the imaginary axis, we can represent the integral
(3.5) in the form:

u(t) =
1

2πi

∫
Γθ

P−1(λ)
2∑

ν=0

Qν(λ)u
(ν)(0)eλtdλ (3.6)

where Γθ for sufficiently small θ coincides with the rays Γπ−θ and Γπ+θ. Note that
u(t) ∈ W 3

2 (R+;H), and therefore its Laplace transform is an analytic function in
the right half plane, is bounded and has finite values on the imaginary axis.

From (3.6) it follows that for t > 0

(u(t), φ)5/2 =
1

2πi

∫
Γθ

(
A5/2P−1(λ)

2∑
ν=0

Q(λ)
ν u(j)(0), A5/2φ

)
eλtdλ =

=
1

2πi

∫
Γθ

(
2∑

ν=0

Q(λ)
ν u(j)(0), (A5/2P−1(λ))∗A5/2φ

)
eλtdλ.

It follows from M.G. Gasymov’s [5,6] theorem that the system K(Π−) is complete

in H5/2if and only if the function v(λ) =
(
A5/2P−1(λ)

)∗
A5/2φ is analytic in the

left hand plane Π−, it follows that φ = 0. Assume φ ̸= 0 and v(λ) is an analytic
function in the left half plane Π−. Then for t > 0 from the representation of the
solution u(t) we obtain:

(u(t), φ)5/2 =
1

2πi

∫
Γθ

(
2∑

ν=0

Qu(ν)(0), v(λ)

)
eλtdλ
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and the function η(λ) =

(
2∑

ν=0
Q

(λ)
ν u(ν)(0), v(λ)

)
will be an analytic function in

the Π−, η(λ) grows at infinity no rapidly than |λ|3, since

∥∥∥∥ 2∑
ν=0

Qνu
(ν)(0)

∥∥∥∥ ≤

≤ const |λ|2 , and

∥v(λ)∥ ≤
∥∥∥A5/2P−1(λ)

∥∥∥∥∥∥A5/2φ
∥∥∥ ≤ const

∥∥∥A5/2P−1
0 (λ)

∥∥∥∥∥∥A5/2φ
∥∥∥ ≤ const |λ|−1/2 .

Thus, applying the Phragmen-Lindelof theorem for ρ ∈ (0, 1] we obtain that
η(λ) is a polynomial of degree not more than three. For ρ ∈ (1,∞) the function
η(λ), by the Phragmen-Lindelof theorem, is an analytic function in the sector{
λ : |arg λ− π| < π

2ρ

}
. It follows from Lemma 3.1 that subject to the conditions

of the theorem in the sector where the sides are the rays Γπ/2ρ and Γ3π/2ρ, by
the Phragmen-Lindelof theorem, η(λ) is an analytic function. Continuing this
process, we obtain that subject to the condition of the theorem, η(λ) is an entire

function. Since η(λ) is an entire function and grows no rapidly than |λ|2, we have

η(λ) =
2∑

k=0

hkλ
k, hk ∈ C; k = 0, 1, 2.

For t > 0

(u(t), φ)5/2 =
1

2πi

∫
Γθ

(
2∑

k=0

hkλ
k

)
eλtdλ = 0,

since ∫
Γθ

λkeλtdλ = 0, k = 0, 1, 2.

Thus for t > 0 we have (u(t), φ)5/2 = 0.

Passing to the limit as t → 0 we obtain

lim
t→+0

(u(t), φ)5 = (φ,φ)5/2 = ∥φ∥25/2 = 0

i.e. φ = 0. We get a contradiction, which proves the theorem. □

From the completeness of the system K(Π−) in H5/2 and regular solvability of
problem (3.1), (3.2) we obtain a theorem on the completeness of the system of de-
creasing elementary solutions in the space of regular solutions of the homogeneous
equation.

Theorem 3.3. Let all the conditions of theorem 3.2 be fulfilled . Then the system
of decreasing elementary solutions of the homogeneous equations is complete in
the space of all regular solutions of the homogeneous equation.

Proof. Let ε1 > 0 be any number. Then there exist a number N > 0, numbers
ci,j,h(ε) and a system of eigen and associated vectors λi responding to the eigen
values Reλi < 0, (the index shows that the number λi can respond to several
systems of eigen and associated vectors) such that∥∥∥∥∥∥φ−

N∑
i=1

∑
(j,h)

ci,j,h(ε)xi,j,h

∥∥∥∥∥∥ < ε1.
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Since xi,j,h(t) = ui,j,h(0) and φ = u(0), the regular solvability of the problem
(3.1), (3.2) yields∥∥∥∥∥u(t)− N∑

i=1

∑
(j,h)

ci,j,hui,j,h(t)

∥∥∥∥∥
W 3

2 (R+;H)

≤

≤ const

∥∥∥∥∥φ−
N∑
i=1

∑
(j,h)

ci,j,h(ε)xi,j,h

∥∥∥∥∥ < ε1, const = ε

where ε is any positive number. The theorem has been proved. □
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