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#### Abstract

In this paper the existence and uniqueness of solution for a nonlinear first order ordinary differential system with multipoint boundary conditions and impulse are given. The proof is obtained by defining a suitable Green function, which converts the differential problem into an equivalent integral equation so that the existence and uniqueness can be easily studied on this equivalent problem by using the Banach contraction principle. Existence results are shown by Schaefer's and Krasnoselskii's fixed point theorems. An example is provided to see the applicability of the obtained results.


## 1. Introduction and Problem Statement

Many problems in modern science, in technology and in economics are described by some differential equations, with a first kind discontinuous solution at a fixed value of the independent variable. Such differential equations are called differential equations with impulse effects [ $8,9,15,18,31]$. We will study the existence and uniqueness of impulsive equations coupled with multipoint boundary conditions. Multipoint boundary value problems with impulse arise in many natural science disciplines such as physics, mathematics, and biology. For example, the mathematical model of a dynamical system with $n$ degrees of freedom, with $n$ states observed at $n$ different instants of time leads to a multipoint boundary value problem.

Multipoint boundary value problems for ODEs and their systems have been intensively explored in the last few years and still are very attractive because of their importance in the solution of concrete real problems. This is related with their strong relation with a myriad of applications in various fields of physics and mathematics [11, 10]. It is epitomized the fact that the vibrations of a uniform cross-section string composed by $N$ parts of different densities appear in the theory of elastic stability [32]. It is noteworthy that these problems are modelled by the multipoint boundary value problems in mathematical formulations. One of the essential point is that multipoint boundary value problems also arise when discretizing some boundary value problems for partial differential equations.

[^0]Up-to-date, the multipoint boundary value problems for second-order differential equations have been mainly investigated (see [4, 12, 13, 19, 26] and references therein). The initial study of multipoint boundary value problems for linear second order ordinary differential equations was started by Il'in and Moiseev [16]. Since then nonlinear multipoint boundary value problems have been analyzed by several authors using the Leray-Schauder Continuation Theorem, nonlinear alternatives of Leray-Schauder coincidence degree theory and fixed point theorem in cones. However, differential equations of the first order haven't been sufficiently studied. Examples of such works can be found in $[1,3,20,21,25,27,28,29,33$, 34]. Similar problems restricted to only two-point and integral boundary value problems are considered in $[2,5,6,7,12,14,22,23,24,30]$.

In this paper, we study the existence and uniqueness of the solution of the following nonlinear differential system

$$
\begin{equation*}
\dot{x}=f(t, x), t \in[0, T], t \neq \eta \in(0, T), \quad x \in R^{n}, \tag{1.1}
\end{equation*}
$$

with multipoint boundary conditions

$$
\begin{equation*}
\sum_{i=0}^{m} l_{i} x\left(t_{i}\right)=\alpha, \tag{1.2}
\end{equation*}
$$

and the impulsive condition

$$
\begin{equation*}
\Delta x(\eta)=J(x(\eta)), \tag{1.3}
\end{equation*}
$$

where $l_{i}, i=1,2, \ldots, m$ are constant square matrices of order $n$ such that $\operatorname{det} N \neq$ $0, N=\sum_{i=0}^{m} l_{i} ; \eta$ is a some known fixed point; $f:[0, T] \times R^{n} \rightarrow R^{n}$ and $J:$ $R^{n} \rightarrow R^{n}$ are given functions; points $t_{i}, i=1,2, \ldots, m$ satisfies the condition $0=t_{0}<t_{1}<\ldots<t_{m}=T$ and $\eta \in\left(t_{k}, t_{k+1}\right)$,

$$
\Delta x(\eta)=x\left(\eta^{+}\right)-x\left(\eta^{-}\right)
$$

where

$$
x\left(\eta^{+}\right)=\underset{h \rightarrow+0}{\lim x}(\eta+h), x\left(\eta^{-}\right)=\lim x \underset{h \rightarrow+0}{(\eta-h)}=x(\eta),
$$

are the right- and left-hand limits of $x(t)$ at $t=\eta$, respectively.
In order to show the existence and uniqueness, a suitable Green function is constructed for the multipoint boundary value problem and the considered problem is reduced to an equivalent integral equations. Then the existence and uniqueness of the solutions are studied using the Banach contraction principle. The existence of the solution is also proved by applying Schaefer's and Krasnoselskii's fixed point theorems. The Banach contraction principle, Schaefer's and Krasnoselskii's fixed point theorem are particularly useful for proving the existence and uniqueness results.

The organization of the paper is as follows. In Section 2, we introduce some definitions and lemmas which are the key tools for our main task. Section 3 is devoted to the theorems on the existence and uniqueness of the solution of problem (1.1)-(1.3) established under some sufficient conditions on the nonlinear terms. An example is included.

## 2. Preliminaries

We denote by $C\left([0, T] ; R^{n}\right)$ the Banach space of all continuous functions from $[0, T]$ into $R^{n}$. We consider the linear space

$$
\begin{gathered}
P C\left([0, T] ; R^{n}\right)=\left\{x:[0, T] \rightarrow R^{n} ; x(t) \in C\left([0, \eta], R^{n}\right) \cup C\left((\eta, T], R^{n}\right]\right), \\
\left.x\left(\eta^{-}\right) \text {and } x\left(\eta^{+}\right) \text {exist and } x\left(\eta^{-}\right)=x(\eta)\right\} .
\end{gathered}
$$

$P C\left([0, T] ; R^{n}\right)$ is a Banach space with the norm

$$
\|x\|_{P C}=\max \left\{\|x\|_{C\left([0, \eta], R^{n}\right)},\|x\|_{C\left((\eta, T], R^{n}\right)}\right\} .
$$

We define the solution of problem (1.1)-(1.3) as follows:
Definition 2.1. A function $x \in P C\left([0, T] ; R^{n}\right)$ is said to be a solution of problem (1.1)-(1.3) if $\dot{x}=f(t, x)$ for each $t \in[0, T]$, and boundary conditions (1.2) and (1.3) are satisfied.

For simplicity, let us first consider the following problem:

$$
\begin{gather*}
\dot{x}(t)=y(t), \quad t \in[0, T],  \tag{2.1a}\\
\sum_{i=0}^{m} l_{i} x\left(t_{i}\right)=\alpha,  \tag{2.1b}\\
\Delta x(\eta)=J(x(\eta)), \tag{2.1c}
\end{gather*}
$$

where $y(t)$ is continuous function.
Lemma 2.1. Let $y \in C\left([0, T] ; R^{n}\right)$. Then the unique solution of the boundary value problem for differential equation (2.1a) with impulsive boundary conditions (2.1b), (2.1c) is given by

$$
\begin{equation*}
x(t)=N^{-1} \alpha+\int_{0}^{T} G(t, \tau) y(\tau) d \tau+g(t, \eta) a \tag{2.1}
\end{equation*}
$$

where

$$
\begin{gathered}
G(t, \tau)=\left\{\begin{array}{c}
G_{1}(t, \tau), t \in\left[0, t_{1}\right], \\
G_{2}(t, \tau), t \in\left(t_{1}, t_{2}\right], \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots, \\
G_{m}(t, \tau), t \in\left(t_{m-1}, T\right],
\end{array}\right. \\
g(t, \eta)=\left\{\begin{array}{c}
-N^{-1} \sum_{i=k ; t<\eta}^{m} l_{i}, \\
N^{-1} \sum_{i=1 ; t \geq \eta}^{k+1} l_{i},
\end{array}\right.
\end{gathered}
$$

with

$$
G_{i}(t, \tau)=\left\{\begin{array}{c}
N^{-1} l_{0}, t_{0} \leq \tau \leq t_{1}, \\
N^{-1}\left(\sum_{k=0}^{1} l_{k}\right), t_{1}<\tau \leq t_{2}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
N^{-1}\left(\sum_{k=0}^{i-1} l_{k}\right), t_{i-1}<\tau \leq t_{i}, \\
N^{-1}\left(\sum_{k=0}^{i} l_{k}\right), t_{i}<\tau \leq t, \\
-N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right), t<\tau \leq t_{i+1}, \\
-N^{-1}\left(\sum_{k=i+2}^{m} l_{i}\right), t_{i+1}<\tau \leq t_{i+2} \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right.
$$

where $i=1,2, \ldots, m$.
Proof. If the function $x=x(\cdot)$ is a solution of the differential equation (2.1a) with impulsive boundary conditions (2.1c) then for any $t \in(0, T)$, it is

$$
\begin{equation*}
x(t)=x_{0}+\chi(t-\eta) a+\int_{0}^{t} y(\tau) d \tau \tag{2.2}
\end{equation*}
$$

where $x_{0}$ is a constant vector and $\chi(t-\eta)= \begin{cases}0, & \text { if } t<\eta, \\ 1, & \text { if } t \geq \eta .\end{cases}$
Then, in order to fulfill the multipoint boundary conditions (2.1b), we have

$$
\sum_{i=0}^{m} l_{i}\left[x_{0}+\chi\left(t_{i}-\eta\right) a+\int_{0}^{t_{i}} y(s) d s\right]=\alpha .
$$

So that the constant vector $x_{0}$ must be equal to

$$
\begin{equation*}
x_{0}=N^{-1} \alpha-N^{-1}\left[\sum_{i=1}^{m} l_{i} \chi\left(t_{i}-\eta\right) a+\sum_{i=1}^{m} l_{i} \int_{0}^{t_{i}} y(s) d s\right] . \tag{2.3}
\end{equation*}
$$

From Eq. (2.2) if we take into account this value of $x_{0}$ we get

$$
\begin{gather*}
x(t)=N^{-1} \alpha-N^{-1}\left[\sum_{i=1}^{m} l_{i} \chi\left(t_{i}-\eta\right) a+\sum_{i=1}^{m} l_{i} \int_{0}^{t_{i}} y(s) d s\right]+ \\
+\chi(t-\eta) a+\int_{0}^{t} y(s) d s . \tag{2.4}
\end{gather*}
$$

Now suppose that $t \in\left[0, t_{1}\right]$. Then we can write the equality (2.4) as follows:

$$
\begin{gathered}
x(t)=N^{-1} \alpha-N^{-1}\left(l_{1} \int_{0}^{t} y(\tau) d \tau+l_{1} \int_{t}^{t_{1}} y(\tau) d \tau\right)- \\
-N^{-1}\left(l_{2} \int_{0}^{t} \mu(\tau) d \tau+l_{2} \int_{t}^{t_{1}} y(\tau) d \tau\right)-N^{-1} l_{2} \int_{t_{1}}^{t_{2}} y(\tau) d \tau-N^{-1} \times
\end{gathered}
$$

$$
\begin{gathered}
\left(l_{3} \int_{0}^{t} y(\tau) d \tau+l_{3} \int_{t}^{t_{1}} y(\tau) d \tau\right)-N^{-1} l_{3}\left(\sum_{i=1}^{2} \int_{t}^{t_{i+1}} y(\tau) d \tau\right)-\ldots- \\
-N^{-1}\left(l_{m} \int_{0}^{t} y(\tau) d \tau+l_{m} \int_{t}^{t_{1}} y(\tau) d \tau\right)-N^{-1} l_{m}\left(\sum_{i=1}^{m} \int_{t_{i}}^{t_{i+1}} y(\tau) d \tau\right)- \\
-N^{-1} \sum_{i=1}^{m} l_{i} \chi\left(t_{i}-\eta\right) a+\chi(t-\eta) a+\int_{0}^{t} y(\tau) d \tau
\end{gathered}
$$

This equality can be rewritten in the following equivalent form:

$$
\begin{gather*}
x(t)=N^{-1} \alpha+\int_{0}^{t}\left(E-N^{-1} \sum_{i=1}^{m} l_{i}\right) y(\tau) d \tau-N^{-1} \int_{t}^{t_{1}}\left(\sum_{i=1}^{m} l_{i}\right) y(\tau) d \tau- \\
-N^{-1}\left(\sum_{i=2}^{m} l_{i}\right) \int_{t_{1}}^{t_{2}} y(\tau) d \tau-N^{-1}\left(\sum_{i=3}^{m} l_{i}\right) \int_{t_{2}}^{t_{3}} y(\tau) d \tau-\ldots- \\
-N^{-1} l_{m} \int_{t_{m-1}}^{T} y(\tau) d \tau+g(t, \eta) a \tag{2.5}
\end{gather*}
$$

where $E$ is an identity matrix.
Since the equality

$$
\left(E-N^{-1} \sum_{i=1}^{m} l_{i}\right)=N^{-1} l_{0}
$$

holds true, we can introduce the following functions:

$$
G_{1}(t, \tau)=\left\{\begin{array}{c}
N^{-1} l_{0}, t_{0} \leq \tau \leq t \\
-N^{-1}\left(\sum_{i=1}^{m} l_{i}\right), t<\tau \leq t_{1} \\
-N^{-1}\left(\sum_{i=2}^{m} l_{i}\right), t_{1}<\tau \leq t_{2} \\
-N^{-1}\left(\sum_{i=3}^{m} l_{i}\right), t_{2}<\tau \leq t_{3} \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
-N^{-1} l_{m}, t_{m-1}<\tau \leq T
\end{array}\right.
$$

and

$$
g(t, \eta)=\left\{\begin{array}{c}
-N^{-1} \sum_{i=k ; t<\eta}^{m} l_{i} \\
N^{-1} \sum_{i=1 ; t \geq \eta}^{k+1} l_{i}
\end{array}\right.
$$

By using this function, Eq. (2.5) can be written as the integral equation

$$
x(t)=N^{-1} \alpha+\int_{0}^{T} G_{1}(t, \tau) y(\tau) d \tau+g(t, \eta) a, \quad t \in\left[0, t_{1}\right]
$$

Now, let us assume $t \in\left(t_{k}, t_{k+1}\right]$. Then we can write Eq. (2.4) as

$$
x(t)=N^{-1} \alpha-N^{-1}\left(\sum_{i=1}^{m} l_{i}\right) \int_{0}^{t_{1}} y(t) d t-N^{-1}\left(\sum_{i=2}^{m} l_{i}\right) \int_{t_{1}}^{t_{2}} y(\tau) d \tau-\ldots-
$$

$$
\begin{gathered}
-N^{-1}\left(\sum_{i=k+1}^{m} l_{i}\right)\left(\int_{t_{k}}^{t} y(\tau) d \tau+\int_{t}^{t_{k+1}} y(\tau) d \tau\right)-\ldots-N^{-1} l_{m} \int_{t_{m-1}}^{T} y(\tau) d \tau+ \\
\quad-N^{-1} \sum_{i=1}^{m} l_{i} \chi\left(t_{i}-\eta\right) a+\chi(t-\eta) a+\sum_{i=1}^{k} \int_{t_{i-1}}^{t_{i}} y(t) d t+\int_{t_{k}}^{t} y(\tau) d \tau .
\end{gathered}
$$

From here we obtain

$$
\begin{aligned}
x(t) & =N^{-1} \alpha+N^{-1} l_{0} \int_{0}^{t_{1}} y(t) d t+N^{-1}\left(\sum_{i=0}^{1} l_{i}\right)\left(\int_{t_{1}}^{t_{2}} y(\tau) d \tau\right)-\ldots- \\
& -\ldots-N^{-1}\left(\sum_{i=0}^{k-1} l_{i}\right) \int_{t_{k-1}}^{t_{k}} y(\tau) d \tau+N^{-1}\left(\sum_{i=0}^{k} l_{i}\right) \int_{t_{k}}^{t} y(\tau) d \tau- \\
& -N^{-1}\left(\sum_{i=k+1}^{m} l_{i}\right) \int_{t}^{t_{k+1}} y(\tau) d \tau-\ldots-N^{-1} l_{m} \int_{t_{m-1}}^{T} y(\tau) d \tau- \\
& -N^{-1} \sum_{i=k+1}^{m} l_{i} a+\chi(t-\eta) a+\sum_{i=1}^{k} \int_{i-1}^{t_{i}} y(t) d t+\int_{t_{k}}^{t} y(\tau) d \tau .
\end{aligned}
$$

Let's iterate again to define a new function as follows:
and

$$
g(t, \eta)=\left\{\begin{array}{cc}
-N^{-1} & \sum_{i=k ; t<\eta}^{m} l_{i} \\
N^{-1} & \sum_{i=0 ; \eta \leq t}^{k+1} l_{i}
\end{array}\right.
$$

Thus, we have obtained that if $t \in\left(t_{k}, t_{k+1}\right]$, then the solution of the boundary value problem can be written in the form

$$
x(t)=N^{-1} \alpha+\int_{0}^{T} G_{k}(t, \tau) y(\tau) d \tau+g(t, \eta) a, \quad t \in\left(t_{k}, t_{k+1}\right] .
$$

Similarly for every segment $t \in\left(t_{i}, t_{i+1}\right]$, we get

$$
G_{i}(t, \tau)=\left\{\begin{array}{c}
N^{-1} l_{0}, t_{0} \leq \tau \leq t_{1}, \\
N^{-1}\left(\sum_{i=0}^{1} l_{i}\right), t_{1}<\tau \leq t_{2}, \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \\
N^{-1}\left(\sum_{k=0}^{i-1} l_{k}\right), t_{i-1}<\tau \leq t_{i}, \\
N^{-1}\left(\sum_{k=0}^{i} l_{k}\right), t_{i}<\tau \leq t, \\
-N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right), t<\tau \leq t_{i+1}, \\
-N^{-1}\left(\sum_{k=i+2}^{m} l_{i}\right), t_{i+1}<\tau \leq t_{i+2}, \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots
\end{array}\right.
$$

So that the solution of the impulsive boundary value problem (2.1a)-(2.1c) can be written as

$$
x(t)=N^{-1} \alpha+\int_{0}^{T} G(t, \tau) y(\tau) d \tau+g(t, \eta) a .
$$

The proof is completed.
This first result, which was obtained for the simple given vector $y(t)$, shows that the problem (2.1a)-(2.1c) is equivalent to an impulsive integral equation. This holds true also for the more general case (1.1)-(1.3) according to the following lemma.

Lemma 2.2. Assume that $f \in C\left([0, T] \times R^{n} ; R^{n}\right)$ and $J \in C\left(R^{n} ; R^{n}\right)$. Then the function $x(t)$ is a solution of boundary value problem (1.1)-(1.3) if and only if $x(t)$ is a solution of the impulsive integral equation

$$
\begin{equation*}
x(t)=N^{-1} \alpha+\int_{0}^{T} G(t, \tau) f(\tau, x(\tau)) d \tau+g(t, \eta) J(x(\eta)) . \tag{2.6}
\end{equation*}
$$

Proof. Clearly, this lemma can be derived by a similar argument used for the proof of Lemma 2.1. By direct verification, we can show that the solution of impulsive integral equation (2.6) satisfies the boundary value problem (1.1) - (1.3). Lemma 2.2 is proved.

For our purposes, we will use the following classical theorem:
Theorem 2.1. [17]. Let $M$ be a bounded, closed, convex, and nonempty subset of a Banach space $X$. Let $A_{1}$ and $A_{2}$ be two operators such that
(i) $A_{1} x+A_{2} y \in M$ whenever $x, y \in M$
(ii) $A_{1}$ is compact and continuous
(iii) $A_{2}$ is a contraction mapping

Then, there exists $z \in M$ such that $z=A_{1} z+A_{2} z$
Proof: Is given in [17].

## 3. Main Results

In this section we will give the main theorems both of uniqueness and existence for the problem (1.1)-(1.3) by working on the equivalent integral equation (2.6). Thus we have,
Theorem 3.1. [Uniqueness] Let us assume that
(H1) The function $f:[0, T] \times R^{n} \rightarrow R^{n}$ is continuous;
(H2) There exist three constants $M, m, m_{1}$ such that

$$
\begin{gathered}
|f(t, x)-f(t, y)| \leq M|x-y| \\
|J(x)-J(y)| \leq m|x-y| \\
|J(x)| \leq m_{1}
\end{gathered}
$$

for each $t \in[0, T]$ and all $x, y \in R^{n}$;
(H3) There exists a constant $K \geq 0$ such that $|f(t, x)| \leq K$ for each $t \in[0, T]$ and all $x \in R^{n}$ and

$$
\begin{equation*}
L=T S M+g m<1, \tag{3.1}
\end{equation*}
$$

where

$$
S=\max _{[0, T] \times[0, T]}\|G(t, \tau)\|, g=\max _{[0, T]}\|g(t, \eta)\| .
$$

Then the boundary value problem (1.1)-(1.3) has a unique solution on $[0, T]$.
Proof. To achieve this task, let us transform the boundary value problem (1.1)(1.3) into a fixed point problem. Consider the operator $F: P C\left([0, T] ; R^{n}\right) \rightarrow$ $P C\left([0, T] ; R^{n}\right)$ defined by

$$
\begin{equation*}
(F x)(t)=N^{-1} \alpha+\int_{0}^{T} G(t, \tau) f(\tau, x(\tau)) d \tau .+g(t, \eta) J(x(\eta)) \tag{3.2}
\end{equation*}
$$

Evidently, the fixed points of the operator $F$ are solutions of the boundary problem (1.1)-(1.3).

Setting $\max _{[0, T]}|f(t, 0)|=M_{f}$ and let us select $r \geq \frac{\left\|N^{-1} \alpha\right\|+M_{f} T S+g m_{1}}{1-L}$. We show that $F B_{r} \subset B_{r}$ where

$$
B_{r}=\left\{x \in P C\left([0, T] R^{n}\right):\|x\| \leq r\right\} .
$$

For $x \in B_{r}$, using (H1) and (H2), we get

$$
\begin{gathered}
\|F x(t)\| \leq\left\|N^{-1} \alpha\right\|+\int_{0}^{T}|G(t, \tau)|(|f(\tau, x(\tau))-f(\tau, 0)|+|f(\tau, 0)|) d \tau+ \\
\quad+|g(t, \eta)|(|(J(x(\eta))-J(0))|+|J(0)|) \leq \\
\leq\left\|N^{-1} d\right\|+S \int_{0}^{T}\left(M|x|+M_{f}\right) d t+g\left(m|x(\eta)|+m_{1}\right) \leq \\
\leq\left\|N^{-1} d\right\|+S M r T+M_{f} T S+g m r+g m_{1} \leq \frac{\left\|N^{-1} \alpha\right\|+M_{f} T S+g m_{1}}{1-L} \leq r .
\end{gathered}
$$

In order to show that the operator $F$ is a contraction, for any $x, y \in B_{r}$ we have

$$
\begin{gathered}
|F x-F y| \leq \\
\leq \int_{0}^{T} \mid G(t, \tau)(f(\tau, x(\tau))-f(\tau, y(\tau))|d \tau+|g(t, \eta)|| J(x(\eta)-J(y(\eta))) \mid \leq
\end{gathered}
$$

$$
\begin{gathered}
\leq M S \int_{0}^{T}|x(t)-y(t)| d t+g m|x(\eta)-y(\eta)| \leq \\
\leq(M T S+g m) \max _{[0, T]}|x(t)-y(t)| \leq(M T S+g m)\|x-y\|
\end{gathered}
$$

or

$$
\|F x-F y\| \leq L\|x-y\| .
$$

Thus we have that $F$ is contraction by condition (2.6). So that, the boundary value problem (1.1)-(1.3) has a unique solution, and the proof is completed.

Our second result is based on the Schaefer's fixed point theorem.
Theorem 3.2 (Existence). Let us assume that the conditions (H1)-(H3) hold true. Then there exists at least one solution in $[0, T]$ for the boundary value problem (1.1)-(1.3).
Proof. Let $F$ be the operator defined in (3.1). We shall use the Schaefer's fixed point theorem to prove that $F$ has a fixed point. The proof of this theorem is based on the following four steps.

Step 1: Let us show that the operator $F$ is continuous. Let $\left\{x_{n}\right\}$ be a sequence such that $x_{n} \rightarrow x$ in $P C\left([0, T] ; R^{n}\right)$. Then, for each $t \in[0, T]$

$$
\begin{gathered}
\left|(F x)(t)-\left(F x_{n}\right)(t)\right|= \\
=\left|\int_{0}^{T} G(t, \tau)\left(f(\tau, x(\tau))-f\left(\tau, x_{n}(\tau)\right)\right) d \tau+g(t, \eta)\left(J(x(\eta))-J\left(x_{n}(\eta)\right)\right)\right| \leq \\
\leq(T S M+g m)\left|x(t)-x_{n}(t)\right| \leq L\left\|x-x_{n}\right\| .
\end{gathered}
$$

From here we get $\left\|(F x)(t)-\left(F x_{n}\right)(t)\right\| \rightarrow 0$ as $n \rightarrow \infty$, which implies that the operator $F$ is continuous.

Step 2: Let us show that $F$ maps bounded sets into bounded sets in $P C\left([0, T] ; R^{n}\right)$. Indeed, it is enough to show that for any $\eta>0$ there exists a positive constant $\omega$ such that for each $x \in B_{\eta}=\left\{x \in C\left([0, T] ; R^{n}\right):\|x\| \leq \eta\right\}$ it is $\|F(x)\| \leq \omega$. Thus we have for each $t \in[0, T]$

$$
|(F x)(t)| \leq\left\|N^{-1} \alpha\right\|+T S M+g m .
$$

This implies that

$$
\|F(x)\| \leq\left\|N^{-1} \alpha\right\|+T S K+g m=\omega,
$$

Step 3: $F$ maps bounded sets into equicontinuous sets of $P C\left([0, T] ; R^{n}\right)$. Let $\xi_{1}, \xi_{2} \in[0, T], \xi_{1}<\xi_{2}$, and $\xi_{1}, \xi_{2}<\eta$ or $\xi_{1}, \xi_{2}>\eta$. $B_{r}$ be a bounded set of $P C\left([0, T] ; R^{n}\right)$ as in Step 2, and let $x \in B_{r}$.

Case 1. $\xi_{1}, \xi_{2} \in\left[t_{i}, t_{i+1}\right]$. Then,

$$
\begin{gathered}
F\left(x\left(\xi_{2}\right)\right)-F\left(x\left(\xi_{1}\right)\right)=\int_{t_{i}}^{\xi_{2}} N^{-1}\left(\sum_{k=0}^{i} l_{i}\right) f(\tau, x(\tau)) d \tau- \\
-\int_{\xi_{2}}^{t_{i+1}} N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau- \\
-\int_{t_{i}}^{\xi \backslash 1} N^{-1}\left(\sum_{k=0}^{i} l_{i}\right) f(\tau, x(\tau)) d \tau+\int_{\xi_{1}}^{t_{i+1}} N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau=
\end{gathered}
$$

$$
\begin{gathered}
=\int_{\xi_{1}}^{\xi_{2}} N^{-1}\left(\sum_{k=0}^{i} l_{i}\right) f(\tau, x(\tau)) d \tau+\int_{\xi_{1}}^{\xi_{2}} N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau= \\
=\int_{\xi_{1}}^{\xi_{2}} f(\tau, x(\tau)) d \tau
\end{gathered}
$$

Case 2. $\xi_{1} \in\left[t_{i-1}, t_{i}\right), \xi_{2} \in\left[t_{i}, t_{i+1}\right]$. Then

$$
\begin{gathered}
P\left(x\left(\xi_{2}\right)\right)-P\left(x\left(\xi_{1}\right)\right)=\int_{t_{i-1}}^{t_{i}} N^{-1}\left(\sum_{k=0}^{i-1} l_{i}\right) f(\tau, x(\tau)) d \tau+ \\
+\int_{t_{i}}^{\xi_{2}} N^{-1}\left(\sum_{k=0}^{i} l_{i}\right) f(\tau, x(\tau)) d \tau-\int_{\xi_{2}}^{t_{i+1}} N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau- \\
-\int_{t_{i-1}}^{\xi_{\backslash 1}} N^{-1}\left(\sum_{k=0}^{i-1} l_{i}\right) f(\tau, x(\tau)) d \tau+\int_{\xi_{1}}^{t_{i}} N^{-1}\left(\sum_{k=i}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau+ \\
\quad+\int_{t_{i}}^{t_{i+1}} N^{-1}\left(\sum_{k=i+1}^{m} l_{i}\right) f(\tau, x(\tau)) d \tau= \\
=\int_{\xi_{1}}^{t_{i}} f(\tau, x(\tau)) d \tau+\int_{t_{i}}^{\xi_{2}} f(\tau, x(\tau)) d \tau=\int_{\xi_{1}}^{\xi_{2}} f(\tau, x(\tau)) d \tau .
\end{gathered}
$$

As $t_{2} \rightarrow t_{1}$, the right-hand side of the above equalities tends to zero. As a consequence of Steps 1 to 3 together with the Ascoli-Arzela theorem, we can conclude that $F: P C\left([0, T] ; R^{n}\right) \rightarrow P C\left([0, T] ; R^{n}\right)$ is completely continuous.

Step 4: Existence of a-priori bounds. Now, it remains to show that the set $\Delta=\left\{x \in P C\left([0, T] ; R^{n}\right): x=\lambda F(x)\right.$ for some $\left.0<\lambda<1\right\}$ is bounded. Let $x \in \Delta$. Then, $x=\lambda F(x)$ for some $0<\lambda<1$. Thus, for each $t \in[0, T]$ we have

$$
x(t)=\lambda N^{-1} \alpha+\lambda \int_{0}^{T} G(t, \tau) f(\tau, x(\tau)) d \tau+\lambda g(t, \eta) J(x(\eta)) .
$$

From here

$$
\|x\| \leq\left\|N^{-1} \alpha\right\|+S K T+g m .
$$

For that reason the set $\Delta$ is bounded. The conclusion of Schaefer's fixed point theorem applies and the operator $F$ has at least one fixed point. Thus there exists at least one solution for the problems (1.1)-(1.3) on $[0, T]$.

Our next result is based on the Krasnoselskii's fixed point theorem and yields an important result.

Theorem 3.3. Suppose $|f(t, x)| \leq \mu(t)$ for $(t, x) \in[0, T] \times R^{n}, \mu \in C\left([0, T] ; R^{+}\right)$. Furthermore, the conditions (H1), (H2) hold and

$$
\begin{equation*}
m g<1 \tag{3.3}
\end{equation*}
$$

Then boundary value problem (1.1)-(1.3) has at least one solution on $[0, T]$.

Proof. Setting $\max _{t \in[0, T]}|\mu(t)|=\|\mu\|$ and choosing

$$
\rho \geq\|\mu\| S T+g m_{1}+\left\|N^{-1} \alpha\right\|
$$

and we consider $B_{\rho}=\left\{x \in P C\left([0, T] ; R^{n}\right):\|x\| \leq \rho\right\}$. The operators $A_{1}$ and $A_{2}$ on $B_{\rho}$ are defined as follows

$$
\begin{aligned}
& \left(A_{1} x\right)(t)=\int_{0}^{T} G(t, \tau) f(\tau, x(\tau)) d \tau \\
& \left(A_{2} x\right)(t)=g(t, \eta) J(x(\eta))+N^{-1} \alpha
\end{aligned}
$$

For any $x, y \in B_{\rho}$, we have

$$
\begin{gathered}
\left|\left(A_{1} x\right)(t)+\left(A_{2} y\right)(t)\right| \leq\left\|N^{-1} \alpha\right\|+ \\
+\max _{t \in[0, T]}\left\{\int_{0}^{T}|G(t, \tau) f(\tau, x(\tau))| d \tau+|g(t, \eta) J(x(\eta))|\right\} \leq \\
\leq\|\mu\| S T+g m_{1}+\left\|N^{-1} \alpha\right\| \leq \rho
\end{gathered}
$$

Thus $A_{1} x+A_{2} y \in B_{\rho}$. The condition (3.2) implies that the operator $A_{2}$ is a contraction mapping. Additionally, continuity of $f$ implies that the operator $A_{1}$ is continuous. Also, the operator $A_{1}$ is uniformly bounded on $B_{\rho}$ where

$$
\left\|A_{1} x\right\| \leq\|\mu\| S T \leq \rho
$$

Set $\max _{[0, T] \times B_{\rho}}|f(t, x)|=\bar{f}$. Consequently we have (see Theorem 3.2, step 3)

$$
\left|\left(A_{1} x\right)\left(t_{2}\right)-\left(A_{1} x\right)\left(t_{1}\right)\right| \leq S \bar{f}\left|t_{2}-t_{1}\right|,
$$

which tends to zero as $t_{2}-t_{1} \rightarrow 0$. Hence, the operator $A_{1}$ is equicontinuous. So, the operator $A_{1}$ is relatively compact on $B_{\rho}$. Then, by Arzela-Ascoli's theorem, the operator $A_{1}$ is compact on $B_{\rho}$. From here we obtain that the boundary value problem (1.1)-(1.3) has at least one solution on $[0, T]$.

## 4. Example

Consider the following system of differential equation

$$
\left\{\begin{array}{c}
\dot{x}_{1}(t)=\cos \alpha x_{2}(t), t \in[0,1]  \tag{A}\\
\dot{x}_{2}(t)=\sin \beta x_{2}(t), \quad t \in[0,1], t \neq 0.25
\end{array}\right.
$$

subject to

$$
\left\{\begin{array}{c}
x_{1}(0)+x_{2}(0)-x_{2}(0.5)=1  \tag{B}\\
-x_{1}(0.5)+x_{1}(1)+x_{2}(1)=0
\end{array}\right.
$$

with impulsive condition

$$
\begin{equation*}
\Delta x_{2}(0.25)=\frac{\gamma\left|x_{1}(0.25)\right|}{\left(1+\left|x_{1}(0.25)\right|\right)} \tag{C}
\end{equation*}
$$

Evidently,

$$
l_{0}=\left(\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right), l_{1}=\left(\begin{array}{cc}
0 & -1 \\
-1 & 0
\end{array}\right), l_{2}=\left(\begin{array}{ll}
0 & 0 \\
1 & 1
\end{array}\right)
$$

and

$$
N=l_{0}+l_{1}+l_{2}=\left(\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right) .
$$

Obviously, for $t \in[0,0.5]$ we obtain

$$
G_{1}(t, \tau)=\left\{\begin{array}{c}
\left(\begin{array}{cc}
1 & 1 \\
0 & 0
\end{array}\right), \quad 0 \leq \tau \leq t \\
\left(\begin{array}{cc}
0 & 1 \\
0 & -1
\end{array}\right), t<\tau \leq 0.5 \\
\left(\begin{array}{cc}
0 & 0 \\
-1 & -1
\end{array}\right), 0.5<\tau \leq 1
\end{array}\right.
$$

and for $t \in(0.5,1]$

$$
G_{2}(t, \tau)=\left\{\begin{array}{l}
\left(\begin{array}{cc}
1 & 1 \\
0 & 0
\end{array}\right), 0 \leq \tau \leq 0.5 \\
\left(\begin{array}{cc}
1 & 0 \\
-1 & 0
\end{array}\right), 0.5<\tau \leq t \\
\left(\begin{array}{cc}
0 & 0 \\
-1 & -1
\end{array}\right), t<\tau \leq 1
\end{array}\right.
$$

From here we obtain

$$
T=1, S \leq 2, M=\max \{|\alpha|,|\beta|\}, g \leq 1, m=|\gamma| .
$$

If $L=T S M+g m=2 \max \{|\alpha|,|\beta|\}+|\gamma|<1$, then boundary value problem has unique solution on $[0,1]$.

## 5. Conclusion

The method considered in this paper are general enough and can be used extensively in a wide class of problems. In this article, the existence and uniqueness of the solutions for the first-order nonlinear differential equations with multi-point and impulse conditions are established under sufficient conditions.
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